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MFS DATANET FIRST TO SUPPORT FRAME RELAY OVER ATM
New Frame Transport Service Provides Frame Relay Connectivity
over MFS’ Fiber Optic ATM network

SAN JOSE, Calif., June 21, 1994 -- MPFS Datanet, Inc., an
operating company of MFS Communications Company, Inc. (MFS),
today launched its Frame Transport Service, the first service to
provide frame relay over an Asynchronous Transfer Mode (ATM)
network, providing business and government customers with
reliable data transmission at a cost approximately 5 - 15 percent
lower than competing frame relay services.

As the latest addition to MFS Datanet’s family of ATM-based
products called High-speed LAN Interconnect (HLI) services, Frame
Transport Service offers scalable, high-speed access to its ATM
network. This allows companies to cost-effectively connect
geographically dispersed LANs using frame relay while realizing
the advantages of ATM technology, including the ability to
upgrade to high-speed LAN internetworking at native speeds, plus
the capability to accommodate high-bandwidth applications such as
multimedia.

Frame Transport Service is being offered in all MFS Datanet
cities throughout the U.S. and abroad.

"Our Frame Transport Service is ideal for customers who have
made a commitment to frame relay services yet want a smooth, easy
and investment-free migration path to ATM technology as user
applications and traffic requirements expand,” said Al Penn,
president of MFS Datanet.

Traditional frame relay networks are limited to backbone
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speeds of 1.544 Mbps, and access speeds from 56/64 Kbps
t01.544/2.048 Mbps. MFS Datanet uses a 45 Mbps ATM backbone and
supports scalable access and hub speeds from 56/64 Kbps to 6
Mbps, accommodating a far wider range of applications. As a
result, users experience lower latency and fewer congestion
management problems than typically occur on the lower-speed
backbones of other frame relay networks.

MFS Datanet carefully chose a platform for Frame Transport
Service that provides maximum reliability and cost efficiency.
The new service is based on the Cascade B-SDTX 9000 Multiservice
WAN platform, with Newbridge 36150 MainStreet ATM and GDC APEX
ATM switches on the backbone.

MFS Datanet launched the first national ATM network service
on August 4, 1993, and the first international ATM service on
February 9, 1994. The company offers ATM-based services on a
global, national and metropolitan basis in the U.S. and abroad
over its fiber-topic network. ATM also serves as the backbone
technology for the entire family of MFS Datanet’'s High-speed LAN
Interconnect (HLI) services, providing the ability to connect
LAN8 in a single metropolitan area, the nation or the world as
eagily as if they were in the same building.

S i8h <

MFS Communications Company, Inc. (MFS) is a leading provider of
communication services for business. The company operates in two
segments: Telecommunications Services; and Network Systems
Integration and Facilities Management Services. Through its
operating companies, MFS provides a wide range of high quality
voice, data and other enhanced services and systems specifically
designed to meet the requirements of business and government
customers. MFS’ common stock is traded on the Nasdag National
Market under the symbol MFST. MFS is headquartered in Omaha,
Neb.



Frame Transport Service HIGH-SPEED LAN INTERCONNECT

(HLI) SERVICES
MFS Datanet's
Frame Transport
Service
Offers scalable access and Frame Transport Service « Frame Transport Service is
hub speeds ranging from from MFS Datanet utilizes offered in all MFS Datanet
56/64 Kbps to 6 Mbps for a 45 Mbps ATM-based cities throughout the U.S., UK,
interconnecting multiple, backbone allowing lower and Europe.
geographically dispersed latency and less « A V.35 interface connects
local area networks. congestion than directly with MFS Datanet's
Includes wide area traditional frame relay Frame Transport Service.
network management, networks. With Frame « Complies with CCITT
maintenance and Transport, an easy, cost- Q.922 and 1.363 specification
customer services. effective migration path to standards.

ATM is ensured as user
applications and traffic
requirements increase.

DATANET



FRAME TRANSPORT SERVICE

Technical Specifications

Compatibility with certified
customer's equipment.
The customer supplies a
frame relay interface to
MFS Datanet's service at
each building location and
MFS does the rest.

International, National and
Metropolitan services.
Customers have the ability
to interconnect between
buildings within a city, and
between buildings in
different cities over MFS
Datanet's ATM-based
network.

Interconnectivity options.
This allows the customer to
interconnect diverse LANs
from 56/64 Kbps up to 6
Mbps for high-bandwidth
applications and sharing of

data between workstations.

« High-performance digital
transmission over a fiber
optic based network.
MFS' metropolitan area
networks are built with
high-quality fiber optic
facilities. Superior
service features include:
reliability, redundancy,
route diversity and
responsiveness.

« Extends the life of current
frame relay investment.
MFS Datanet adopts the
latest proven technologies
in order to provide
premium levels of
performance and quality
with speeds above 1.544
Mbps. Users receive the
benefits of the latest
innovations without the
associated risks:

hardware incompatibility, a

short equipment life cycle,
excessive capital
expenditures and high
implementation and
training costs.

« Network flexibility.
Customized network
configurations allow
customers to implement
new sites with little
disruption to existing
services.

» Network security. MFS
Datanet provides a
physically secure point-of-
presence in each of its
buildings.

« 24-hour network
monitoring. MFS Datanet
offers management and
maintenance of local loop,
interexchange facilities
and data equipment.

DATANET
Corporate Headquarters

5% South Market 51, Suite 1260
San José, Calfornia 86113

(408) 9752200

1-800-MFS-4USA



Introduction - Overview of Day

Overview of Frame Relay Market

Description of MFS Datanet's FTS

Fealures and Benelits

How FTS differs from Fractional HLI

Pricing - Exercises w/various network lopologies
Support Materlals (Data Sheets, Presentations, etc.)
COMPETITIVE OVERVIEW

and Contrast FTS w/other carriers services
Selling against the Competition
Future Product Enhancements
Q&A




DA'TANET

Frame Relay Services
Market Overview
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Market Environment & Trends
Market Opportunity




Corporate Network Strategies Aimed At
Increased Competitiveness
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= Centralized corporate
backbone management
supports distributed
applications
requirements

« Shift in relationship
between information
systems and business
processes

» New focus is on running
business more
competitively

Pri jectiv rpri
intern r :

Supporting Other 6.5%  Controlling
New - costs 20%

Maximizing Installed
Investments 34.9%
Source: IDC Directions '94 Conference Notes
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» Today's discussion:

> What are users corporate networking strategies?
»What are companies spending on networking?

»How are companies incorporating new technologies?




VE ) A look at the Market
b

+ A sample of the 500 most sophisticated networking
users by IDC showed:

» Closer integration of enterprise network development and
business strategy

» More corporate business management involvement in
internetwork planning and decision making

» High interest, but conservation implementation plans for
ATM

» Increasing reliance on carriers for enterprise networking
strategy




ﬂ/tﬁ% Frame Relay Spending

= Total worldwide
revenues will grow from
$43 million in 1993 to
$636 million by 1997

= CAGR = 118%

= Total number of frame
relay ports will grow
from 3,825 in 1993 to
63,350 by 1997

= Total number of
customers using frame v
relay will grow from 425 - W Total Reverue

in 1993 to 4,525 by 1997 Source: IDC Directions '94 Conference Notes
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[Msw%% Competitive Market Share

U.S.-Based Carriers' Market Share of Worldwide
Frame Relay Services Revenues, 1992

WilTel (35.15)

Sprint (20.7%) Other (3.35)
MCI (6.7%)
AT&T (10.3%)
CompuServe (12.5%)

BTNA (11.4%)

(Total = $13.1M)

Source: Intemational Data Corporation, 1983




= In the US, router revenues
are expected to grow
48% from $1.1 billion in
1993 to $1.6 billion in
1994

Source: IDC Directions ‘94 Conference Notes




= More than 80% of frame relay ports today are connected at
speeds of 56 Kbps......Why?

= Users are limited by T1 backbones of traditional frame relay
providers

= Users are planning migration to higher speed LANs

Source: IDC Directions ‘94 Conference Notes




Network Strategy is Key to Corporate

m‘ Hﬂ' ' Business Strategy

»60.8% Key element of business strategy

»27.1% Primarily facilitates IT objectives

»10.2% Minor role in achieving business objectives
»1.8% No discernible impact on business objective

Source: IDC Directions '94 Conference Notes
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Growing Application Portfolio Will Drive

2 a-,_fz?,;@ NET Migration to High-Speed LANs

» Higher speed applications are
being developed

» Distributed database access
is growing with
client/server applications

» Number of LAN
interconnections are
growing

» Numbers of LANs are growing

» Mulitmedia is coming

Source: IDC Directions '94 Conference Notes




Different Applications have a Diversity of

"2 .ﬁ Iﬂj. Speed and Utilization Requirements
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Carriers Gain Significant Mindshare in

Will carriers become more important to internetwork
strategy as they roll out advanced data transmission
services?

1993 1994

Source: IDC Directions '94 Conference Notes




Carriers support a wide range of data

'2' ﬂ' mﬁz": transport products

ATM/ SONET
Cell Relay

Switched
DS1-0C-3

PVC Circuit
Emulation
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MFS Datanet
Frame Transport Service

S

ervice Description




S) Frame Relay is a Connection-Oriented
S

2 m' ”-- IE" ervice Provided Over Pre-defined PVCs

» Software Defined PVCs

» Virtual Private Network
(Closed User Groups)

» Multiple Virtual Channels
over single Access Line

» Network can accommodate
non-homogenous access
rates




Frame Relay offers cost savings over fully

2 ﬂ’ A Nﬂ. meshed dedicated line networks

Private Line Network Frame Relay Network




"'t/ransported
between the frame relay network and CPE
= Permanent Virtual Circuit (PVC):
- A software defined path, or logical link, between two
points in a Frame Relay network
= Port Speed:
- The amount of information that can be accepted by the
Frame Relay switch
= Access Line Speed:
- The rate of the Access Line from the customer

premises to the frame relay switch. This speed may be
different from the Port Speed.




7 E\:‘ Relationship between CIR and Physical |
Zfb&‘éﬁﬁ Interface Speeds
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= Each PVC can have its own CIR and
Zlﬂlfﬁg%nﬂ Burst Parameters |

PVC to Site 1:
CIR=0
Burst /Port = 128 K

.'.’.'.' Surei Hor « 128 K -
L |

PVC to Site 3:
CIR = 256 Kbps
Burst/ Port = 512 Kbps




I15%5) Frame Transport Service Configuration

MFS City Node Site
ATM SWITCH _
(Newbridge or GDC)

CASCADE

Cascads Frame Fslay Swich)
lUsed o provide Vi
batwoen MFS node and
[eustomer pramise SNMP

[mansgeabis

csumsu

(DUPLICATE CONFIGURATION)

] Customer Premises
¢ Customer Premises O 5 Lo e o |




Frame Transport Features

» Frame Relay over DS3 ATM Backbone
v Scalable access from 56 Kbps to 6 Mbps
v Smooth, easy and investment free migration path from
v Frame Relay to ATM
» Superior Network Performance
v Lower network latency due to ATM backbone
v High network availability, reliability and resiliency
v Alternate routing and network redundancy for reliability
» Superior Customer Service and Support

v 24 hour/ day, 7 days/ week network management and
customer service center




Frame Transport Service Features

~Standards Based
v CCITT and ANSI standards for Frame Relay and ATM

v Frame Relay over ATM Implementém'l Agreement
by the ATM and Frame Relay Forums

v Allows for interoperability of equipment across the
network
-Simple, Flexible Pricing Options
v Cost effective compared to leased line options
v Aggressively priced over competing services
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ﬁb How Does Frame Transport
(

"

| Feature HLI Frame Transport

[interface Protocol | Ethefnet, Token Ring, FDDI | Frame Relay

[Port Speeds Fradional T1 and T1 Standard: Fract. T1 and T1

4,10, 16 and 100 Mbps ICB:1.9(E1),3,.45and 6

Mbps

Configurations Mesh, iand Star Standard: Star (other
configurations possible)

LAN Interface AUI, MAU, MIC V.35, X.21, RS 449, DSX 1

Network LAN Interface to LAN Up to CPE (V.35 interface)

Management Interface

|Router Optional Customer supplies

Customer Solution | For customers who want For customers who

end-to-end network service
and management

understand WAN concepts
and are committed to FR
technology




[;ﬂ /E %’ Frame Transport Service offers

the broadest range of port speeds available

b

Standard: ICB:
~ 56 Kbps -1.920 Mbps (E1)
» 128 Kbps - 3 Mbps
~ 256 Kbps -4.5 Mbps
- 512 Kbps - 6 Mbps

- 1.536 Mbps




DATANET

MFS Datanet

Frame Transport Services
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Pricing




FTS Pricing Overview

v Goal is Simplicity
v All Frame Transport is STAR configured
(MESH Frame Transport is ICB)

v All Prices are 10% below MCI pricing
since MCl is the "relative” low price leader

= This price position avoids a price war
v Margins are very small

v" Frame Transport will not necessarily be always
lower priced than HLI (exception is at 1.5 Mbps)




VLS] Service Positioning

» Frame Transport is "low end" of the HLI portfolio
» Price Overlap is due to different buyers
and different environm »
" @ 1.5 Mbps HLI = 800 % 1 Fecllo
e 1.5 Mbps FTS = $1440
(which is the lowest 1.5M port in the market)
» HLI Family of Services Graphic
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Various Facts about Frame Transport

¥ Customer may slice their CIR with multiple PVCs or just one PVC
X We have "Symmetric Full Duplex PVCs"

X Ports > 1.5 Mbps are ICB

X Burst Rate = Port Speed (controlled @ Cascade)

X If CIR > Port Spiithen DE on frames

.NOJ/{&M‘/”T’W

Now it's time for ... Pricing Exercises !!!




Headquarters Marketing Support

Bob Barbour
Director
Marketing

Services

Marketing
Programs
Manager

Telemarketing
Lead Generation
Sales Support
Collateral Materials
Presentations

Karen Faleskie}:

Ted Rozolis §| Lisa Lennon | Paula Lawrence

Product  FlSales Support || Market Research |

Marketing | Specialist || and Analyst |
Specialist

Product Launch Press Releases

Training Press Contacts
Competitive Information Analysts Contacts
Trade Show Support Demonstrations

Sales Handbook Vertical Market Analysis
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Selling Against the

Competition
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Opportunity Analysis
Selling Against the Competition




Opportunity Analysis

» Business Potential: What should you
pursue?

« Customer Resistance: Where can we
compete?

« Competitive Opportunity: Where can
we win?




AT Business Potential

YES, if customer has:

» Understands WAN concepts
» Five or more geographically
dispersed LANSs sites that

need interconnection

» Committed to Frame Relay
technology

» An installed router network
and wants to protect his/her
investment

» IBM legacy system migrating
to client/server environment

» Bandwidth constraints with
existing frame relay provider




2’ “ g IE:I. Customer Resistance

XES.

» More than __% of his sites
located "on-net"

» Planning migration to higher
speed LANs

» Migration strategy to higher
speed services like ATM is
under consideration

» Networking strategy is seen as
a critically important element
of overall corporate strategy

» Customer needs to implement
a frame relay network in less
than 60 days from order date




Competitive Opportunity
YES, if:

» You are able to empower the
customer to respond to their
market (using MFS Datanet
Services) in ways they haven't
considered.

» You are able to position Frame
Transport in terms that address
mission critical concerns of
customer.

» You understand and sell to the
decision maker, and strategic
influencer in your account.

» You influence the evaluation and
purchase criteria to reflect MFS
Datanet competencies




VLS Selling Against The Competition
b

» What's wrong with competing frame
relay services?
» Platform
» Limited backbone & access speeds
» Long service delivery lead times
» No immediate ATM migration path




[IEL@%S Platform

» Four of the seven leading Frame Relay providers use the
Stratacom IPX switch
» Architecture of the IPX is nearly 10 years old, and was
built to optimize voice/circuit switching not data, and is
burdened by significantly higher manufacturing costs

» Stratacom BPX (ATM switch) configurations require an
IPX interface for low speed traffic

» IPX & BPX is twice as expensive as Cascade's
6000/9000

» BPX switch is only in beta test with carrier "customers"”
» No native network management support for SNMP

» Call Marketing for Cascade/Stratacom competitive
comparison chart




25 . Limited Backbone & Access Speeds

» Datanet's backbone transmission uses DS3 trunking
with 45 Mbps throughput

» Most frame relay switches are limited to backbone
transmission using DS1 trunking with 1.5 Mbps
throughput

» Datanet offers the broadest range of port speeds
available--56 Kbps up to 6 Mbps

» Traditional frame relay providers are limited to port
speeds of 56 Kbps up to 1.5 Mbps

» Datanet ATM backbone won't encounter the
congestion problems that usually occur on limited
speed backbones

» Low latency compared to traditional frame relay
providers




Service Delivery Lead Times

ane
"On-net"
MFS Datanet 20-60 days
| "Off-net”
MCI 34 days
AT&T 36 days
Sprint 60 days 7 days
WilTel 60 days 1 day




Migration Path To ATM

» Users want assurance that their networks will not become
obsolete

» Users want to preserve their network investments

» Users want to see a migration path to ATM and

interoperability with frame relay---and traditional providers
aren't providing this!

» Datanet's Frame Transport extends the capabilities for which
ATM is used, because it is:
» Easy and inexpensive to implement
» Preserves the investment in current technologies
» Provides a ready migration path to ATM




VIS

Enhancements Under Consideration

= Usage based pricing
= Network Management Reports
- Utilization Info
- Frames marked DE
- Traffic by location
- Traffic by PVC
« Gateways
- PPP to Frame Relay
~ Dial-up to PPP to Frame Relay
= Priority Levels on Discard




[1@ Frame Relay vs. SMDS

Consider either Frame Relay or SMDS when:

v 4 or more sites have significant LAN traffic

v Apps need quick response, are bursty
or otherwise require high speeds

v Site-to-site traffic has outgrown private lines

v Organization will not invest in LAN-to-LAN
technology or the staff to support it

source: Comm Week




WVES Frame Relay vs. SMDS

Consider Frame Relay when:

v Speeds from 56 Kbps to 1.5 Mbps are needed

v Site-to-Site communications require upgrade
from sub-56 Kbps speeds to 56 Kbps

v Most communications are intracompany
v Non-time-sensitive imaging or stored video is involved

source: Comm Week




Frame Relay vs. SMDS

Consider SMDS when:

v/ Company-to-Company communications are needed
v Apps require speeds greater than 1.5 Mbps

v Access to a large number of sites is required

v Processing will be distributed

v Time-sensitive videoconferencing is involved

source: Comm Week
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£ TRNSPBI.XLS

Sheet1

Port Charges/month
Speed Port Cost

1536000 $ 1,440

512000 $ 675

256000 $ 360

128000 $ 300

56000 $ 165

Zero CIR:| ) $ 40 |Perleg
- [H))

a o 1.544 Mbps |512 Kbps |256 Kbps | 128 Kbps |56 Kbps
Altlanta-Baltimore $ 2979 | $§ 1454 | § 733 |$% 332|% 198
Atlanta-Boston $ 3479 |% 1683 ($§ 846 |$ 384 | § 229
Atlanta-Chicago $ 2979 | $ 1454 | § 733 |$§ 332|$ 198
Atlanta-Dallas $§ 2979 |% 1454 |$ 733 |9 332|% 198
Atlanta-Houston $ 2979 |5 1454 | % 733 ($ 332§ 198
Atlanta-Los Angeles $ 4480 |5 2144 |5 1075|$% 488 |$ 290
Atlanta-Minneapolis $ 3479|% 1683 |$% 846 |$ 384 (§ 229
Atlanta-New York $ 3479 |$ 1683 |$ 846 ([ $ 384 | $ 229
Atlanta-Philadelphia $ 2979 |$ 1454 | $ 733 [$ 332|$ 198
Atlanta-Pittsburgh $ 2979 |9% 1454 | $ 733 |$ 332 |§$ 198
Atlanta-San Francisco $ 5479|% 2603 |$ 1303($ 591 |§ 352
Atlanta-Washington D. C. $§ 2979 |85 1454 |§ 733 |$ 332|§ 198
Baltimore-Boston $ 2479 |% 1224 | % 617 |$ 280 | % 167
Baltimore-Chicago $ 2979 |$ 1454 | $ 733 (% 332|$§ 198
Baltimore-Dallas $ 4480|% 2144 |5 1075|% 488 | § 290
Baltimore-Houston $ 4480/9% 2144 |35 1075|9% 488 |§% 290
Baltimore-Los Angeles $§ 5479 |% 2603 /% 1303|$ 591 |$% 352
Baltimore-Minneapolis $ 3479|8$ 1683 |§ 846 |$ 384 |$ 229
Baltimore-New York | $§ 1978|% 99483 504 |[$ 229|$ 136
Baltimore-Philadelphia $ 1978 |$§ 994 | § 504 |$ 2290|% 136
Baltimore-Pittsburgh | $ 1978|S 994 |$ 504 |$§ 229|% 136
Baltimore-San Francisco $ 5479 |$ 2603 |($ 1303 |% 591|§% 352
Baltimore-Washington D. C. § 1978|$ 994 |$ 504 (S 220|S 136
Boston-Chicago $ 3479 | % 1683 | § 846 |$ 384 | % 229
Boston-Dallas $ 4480 | $ 2144 |$ 1075|$% 488 |$ 290
Boston-Houston $ 4480 (S5 2144 (5 1075|$ 488 |$ 290
Boston-Los Angeles $ 5479 |% 2603 |$% 1303 |§% 591 |§% 352
Boston-Minneapolis $ 4480 % 2144 |S 1075|$ 488 |§ 290
Boston-New York $ 1978|% 994 |8 504 ([$§ 229 |§ 136
Boston-Philadelphia $ 2479 | $ 1,224 (S 617 |$ 280 |$ 167
Boston-Pittsburgh $ 2479 | § 1224 | § 617 |$ 280 (8% 167
Boston-San Francisco $ 5479 |$ 2603 |$ 1303 (% 591 (8§ 352
Boston-Washington D. C. $ 2479 | $ 1,224 | $ 617 |$ 280 |$ 167
Chicago-Dallas $§ 3479|95 1683 S 846 |§ 384 |§ 229
Chicago-Houston § 3479|% 1683 |8 846 |$ 384 | § 229
Chicago-Los Angeles $ 4480|935 2144 'S 1075/$ 488 |$§ 290

Page 1
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Sheet1

Chicago-Minneapolis $ 2479 | $ 1,224 | $ 617 |$§ 280 |$% 167
Chicago-New York $ 2979 ($ 1454 | $ 733 |$ 332|% 198
Chicago-Philadelphia $ 2979 | $ 1454 | 3 733 ($ 332|$ 198
Chicago-Pittsburgh $§ 2479|% 1224|S 6175 280§ 167
Chicago-San Francisco $ 4480|% 2144 |% 1075|$% 488 |$ 290
Chicago-Washington D. C. $ 2979 | $ 1454 | § 733 (% 332 ($ 198
Dallas-Houston $ 1978 |$ 994 | § 504 |$§ 229|% 136
Dallas-Los Angeles $ 4480 |9 2144 |$ 1075(8$ 488 |§ 290
Dallas-Minneapolis $ 3479 |85 1683 | % 846 |$ 384 ($ 229
Dallas-New York $ 4480 |$ 2144 |S 1075|% 488 |§ 290
Dallas-Philadelphia $ 4480 |$ 2144 |$ 1075|% 488 |% 290
Dallas-Pittsburgh $ 4480 | $ 2144 |$§ 1075|% 488 |§ 290
Dallas-San Francisco $ 44805 2144 |35 1075|$% 488 |$% 290
Dallas-Washington D. C. $ 4480 |% 2144 | 1075|$% 488 ($ 290
Denver-Atlanta $ 4480 (% 2144 |% 1075|% 488 |% 290
Denver-Baltimore $ 4480 |% 2144 |5 1075|% 488 |8 290
Denver-Boston $ 4480 |$ 2144 |$ 1075|% 488 |§ 290
Denver-Chicago $ 3479 | % 1683 | % B46 [ $ 384 | § 229
Denver-Dallas $ 2979 | $ 1454 (% 733 |$ 332($ 198
Denver-Houston $ 3479 |$ 1683 | $ 846 |$ 384 |$ 229
Denver-Los Angeles $ 3479 |5 1683 |$ 846 | $ 384 | $ 229
Denver-Minneapolis $ 2979 | $ 1454 | § 733 |$ 332|$% 198
Denver-New York $ 4480 |$ 2144 |$ 1075|$ 488 |8% 290
Denver-Newark, NJ $ 4480 | % 2144 |$ 1075|% 488 | % 200
Denver-Philadelphia $ 4480 /% 2144 |S 1075|$ 488 |% 290
Denver-Phoenix $ 297985 1454 | $ 733 |$ 332|$ 198
Denver-Pittsburgh $ 4480 (% 2144 | 10755 488 |$ 290
Denver-San Francisco $ 3479|% 1683 |$ 846 |$ 384 |$ 229
Denver-San Jose | $ 3479|% 1683 |$ 846 |$ 384 |5 229
Denver-Washington D. C. $ 4480 | $ 2144 (5 1075|% 488 | % 200
Houston-Los Angeles $ 4480|9% 2144|5 1075|$ 488 |$ 290
Houston-Minneapolis $ 4480 |$ 2144 |$ 1075|$% 488 |% 290
Houston-New York $ 4480(% 2144 |5 1075|% 488 |$ 290
Houston-Philadelphia $ 4480 |% 2144 |% 1075|% 488 |% 290
Houston-Pittsburgh $ 4480 | $ 2144 |5 1075|$% 488 |$ 290
Houston-San Francisco $ 4480 |% 2144|5 1075|8 488 |$% 290
Houston-Washington D. C. $ 4480 |$ 2144 |$ 1075|% 488 |$ 290
Los Angeles-Minneapolis $ 4480 |9% 2144 |$ 1075|$ 488 |$ 290
Los Angeles-New York $§ 54709 2603 |8 1303 |$% 591 |$% 352
Los Angeles-Philadelphia $ 5479 |% 2603 |% 1303|$ 591 |$ 352
Los Angeles-Pitlsburgh $ 5479 |9% 2603 |% 1303 |% 591 |§% 352
Los Angeles-San Francisco 3 2479 | $ 1,224 | § 617 |$ 280 | % 167
Los Angeles-Washington D. C. $ 5479 |$ 2603 |$ 1303 |$ 591 |§ 352
Minneapolis-New York $ 4480 |85 2144 |$ 1075|$ 488 |S 290
Minneapolis-Philadelphia $ 3479 |% 1683 |$ B46 |$ 384 |5 229
Minneapolis-Pittsburgh $ 3479 |% 1683 |$ 846 |$ 384 | § 229
Minneapolis-San Francisco $ 4480 |9% 2144 |S 1075|% 488 |§ 290
Minneapolis-Washington D. C. $ 3479 (% 1683 | § B46 | $ 384 | § 229
New York-Philadelphia $ 1978 [$ 994 | § 504 ([$ 229|$ 136
New York-Pittsburgh | | $§ 10978|S 994 | S 504 |8 229|$ 136
New York-San Francisco | $ 5479 |$ 2603 |5 1303|3% 591§ 352

Page 2
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Sheet1

New York-Washington D. C. $ 1978 |§ 994 | § 504 |$ 220|% 136
Newark, NJ-Atlanta $ 2979 |$ 1454 | § 733 |$ 332|§ 198
Newark, NJ-Baltimore $ 1,978 ([§ 994 | § 504 | $ 229|% 136
Newark, NJ-Boston $ 1978|$ 994 |$ 504 |[$§ 229/$% 136
Newark, NJ-Chicago $ 2979 | $ 1454 | § 733 |$ 332 |$ 198
Newark, NJ-Dallas $ 4480(9% 2144 | $ 1075|% 488 |% 290
Newark, NJ-Houston $ 4480 |% 2144 | 1075|8% 488 |% 290
Newark, NJ-Los Angeles $ 54799 2603 |$ 1303 |% 591§ 3852
Newark, NJ-Minneapolis $ 4480|% 2144 |$ 1075|% 488 |$ 290
Newark, NJ-New Yorﬂ $ 1978 |$§ 994 | § 504 |$ 229 (% 136
Newark, NJ-Philadelphia $ 1978 |§ 994 | § 504 |$ 229|$ 136
Newark, NJ-Pittsburgh $ 2479 | $ 1224 | § 617 |$ 280 |$ 167
Newark, NJ-San Francisco $ 5479 | § 2603 ($ 1303 |% 591 |§ 352
Newark, NJ-Washington D. C. $ 1978 |$§ 994 | $ 504 ([$ 229|$ 136
Philadelphia-Pittsburgh [ $ 2479 | $ 1224 | § 617 |$ 280($ 167
Philadelphia-San Francisco $ 5479 |$ 2603 |$ 1303|$ 591§ 352
Philadelphia-Washington D. C. $ 1,878 |§ 994 | 504 ([$§ 229 |8% 136
Phoenix-Atlanta $ 4480 | $ 2144 |$ 1075|§ 488 |% 290
Phoenix-Baltimore $ 5479 |$ 2603 |% 1303 |% 591 |§% 352
Phoenix-Boston $ 5479 |$ 2603 |% 1303 |$ 591 |$% 352
Phoenix-Chicago $ 4480 |$ 2144 |5 1075|% 488 |$ 290
Phoenix-Dallas $ 3479 | % 1683 | % 846 ([$ 384 | § 229
Phoenix-Houston $ 4480 |$ 2144 |$ 1075|$% 488 |$ 290
Phoenix-Los Angeles $ 2479 |% 1224 |$ 617 |$ 280 | % 167
Phoenix-Minneapolis $§ 4480 |9% 2144 |$ 1075|$ 488 |8% 290
Phoenix-New York $ 5479 |% 2603 |S$ 1303 |$ 591 | % 352
Phoenix-Newark, NJ $ 5479 (% 2603 |$ 1303|% 591|§% 352
Phoenix-Philadelphia $ 5479 |$ 2603 |$ 1303|$ 591 |§ 352
Phoenix-Pittsburgh $ 4480 | $ 2144 |S 1075|% 488 |$ 290
Phoenix-San Francisco $§ 2979 |% 1,454 |8 733|% 332|$ 198
Phoenix-San Jose | $ 29795 1454 S 733 |§ 332|$ 198
Phoenix-Washington D. C. $ 5479 |% 2603 |$ 1303|$ 591§ 352
Pittsburgh-San Francisco | $ 5479 |% 2603|$ 1303 |§ 591 |§ 352
Pittsburgh-Washington D. C. $ 1978 |$ 994 | $ 504 |$ 229|% 136
San Francisco-Washington D. C. $ 5479($ 2603 |$ 1303 |$ 591 |$ 352
San Jose-Atlanta $ 5479 | § 2603 | $ 1303 ([$ 591 | $ 352
San Jose-Baltimore $ 5479|% 2603|$ 1303[$ 591§ 352
San Jose-Boston $ 5479 |$ 2603 |$ 1303|§ 591 |§ 352
San Jose-Chicago $§ 4480 |% 2144 |S 1075|9% 488 |% 290
San Jose-Dallas $ 4480 |$ 2144 |5 1075|$ 488 |$§ 290
San Jose-Houston $ 4480 |% 2144 |3 1075|% 488 |% 290
San Jose-Los Angeles $ 2479195 1224 |§ 617 |$ 280 |$ 167
San Jose-Minneapolis| $ 4480|% 21443 1075|/8% 488 | $§ 290
San Jose-New York $ 5479 | % 2603 |% 1303|$% 591 |$ 352
San Jose-Newark, NJ $ 5479 |$ 2603 |% 1303|§ 591|§% 352
San Jose-Philadelphia $ 5479 (% 2603 !/$ 1303|/§ 591 |$ 352
San Jose-Pittsburgh ] $ 5479 | % 2603 | 1303 |% 591 |$ 352
San Jose-San Francisco $ 1978 |§ 994 | § 504 |$ 229 (% 136

$ 5479 |$ 2603 |$ 1303|$ 591 |§ 352

San Jose-Washington D.C.

Page 3
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Example 1: Customer wants a zero CIR between each of the 3
locations below and the hub site in NYC. All sites have a 1.5M

port speed.

Port Charge

> NYC: 1.5M Port Charge (hub):  31440/mo
> ORD: 1.5M Port Charge 81440/mo
> LAX: 1.5M Port Charge $1440/mo
> ATL: 1.5M Port Charge $1440/mo
Zero CIR charge:

> NYC-ORD $40/mo
> NYC-LAX $40/mo
> NYC-ATL 840/mo

Example 2: Customer wants a 56k CIR between each of the 3
locations below and the hub site with a port speed at 256k in
NYC.

Port r

» NYC: 256k Port Charge (hub):  $360/mo
> ORD: 56k Port Charge 8165/mo
> [AX: 56k Port Charge $165/mo
> ATL: 56k Port Charge $165/mo
56K CIR Charge:

> NYC-ORD $198/mo
> NYC-LAX $352/mo
» NYC-ATL $229/mo

Example 3: Customer wants a 56k CIR between each of the 3
locations below, 256k burst capabilities, and the hub site with a
port speed at 256k in NYC.

Port Charge:

> NYC: 256k Port Charge (hub): $360/mo
> ORD: 256k Port Charge 3360/mo
> LAX: 256k Port Charge $360/mo
> ATL: 256k Port Charge $360/mo

56K CIR Charge:
> NYC-ORD $198/mo

> NYC-LAX $352/mo
> NYC-ATL $229/mo
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Example 4: Customer wants a 512k CIR between each of the 3
locations below, 1.5M burst capabilities, and the hub site with a
port speed at 1.5M in NYC.

Po arge:

> NYC: 1.536M Port Charge (hub): $ 1,440 /mo
> ORD: 512k Port Charge $ 675/mo
> LAX: 512k Port Charge $ 675/mo
> ATL: 512k Port Charge $ 675/mo
512 harge:

> NYC-ORD $ 1,454 /mo
> NYC-LAX $ 2,144 /mo

> NYC-ATL $ 2,144 /mo
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SUSINESS COMMUNICATIONS REVIEW

T T e e e e e e e W e Ao g, P SERLY T ™ Tt e

Table 3
SNA Network—256-kbps Central Site with 168-kbpa CIRS List Pricing
Locaven Rats Element ATAT ar CompuServe  CAWS MGl Spam'd  wwTel (=4
New Torx Fort gt 256 «bos 5435 5750 3155 $150 $400 $495 - -1
BVC 10 Boston (16 kbps) $125% §a2 $a8 545 48 3195 -
=2vC 10 Wwasnh OC (16 xbps) $125 $22 $31s 545 $48 $195 -
BVC 10 Allanta (18 kbps) $125 $22 §3§ 545 78 $195 -
>VC 10 Mouston (16 kBos) s128 s22 535 345 $108 5195 -
BVC 10 Qallas 116 kops) $128 $22 $35 545 $108 5195 —
BVC 10 LA (18 kbps) $125 S22 $50 4% §132 5195 -
>vC to SF (18 koo $128 22 §50 $45 $132 $195 —
PVC te St Louws (16 kDos) 5128 s22 S35 S48 b1 ] 5185 -
2VC 16 Danver (16 kbos) $128 $22 $as 545 $105 5185 -
BVC to Chicago (16 kDos) 5128 $22 p L] S48 $87 5195 - |
PVC to Daron (16 kops) 5128 $22 538 S45 87 $195 —
<Scaton Total 51810 ss82 570 p1.". L $1.38 52,840 $88
Bosian 2o at 58 woos $188 S400 5148 5145 §180 S180 -
PVC 1o NY (18 xbos) s0 322 $38 $45 s48 %0 —
Locanon Towi §188 $422 $180 $190 $22¢8 $180 $300
Wasnmngton 0C Port st 56 kbos $188 $400 5148 5145 $180 $100 -
PVC 10 NY (18 kbos) 1] §22 $35 545 S48 0 -
Scavon Towl $185 5422 5180 $180 $228 $1860 3300
Atama Port gt 56 kL a $185 £400 $148 $145 $180 $1680 -_—
PVC 10 NY (18 kbps| $0 $22 535 $48 578 $0 -
Lacavan Tota §166 5422 5180 5190 258 s180 $300
Houston Port at 46 xoos $165 $400 $145 $148 5180 5160 -
PYC 10 NY (16 kbps) $0 22 $3s5 45 $108 0 —_
Locanon Total s165 $422 35180 $190 208 3180 5300
Causs Port at 56 kops §165 $400 $145 5145 s180 5160 -
2YC o NY (15 KDOS) 30 522 535 548 $108 50 —
Lacanon Toral 51685 $422 5180 $190 5205 S160 $300
s Angeiea o at 56 1008 1165 sa00 145 T4 5180 3180 - l
PVC 1e NY 118 kbos) $0 s22 $s0 548 5132 s0 — |
Locanon Total 5169 422 $193 5190 [XTF] 3160 5300 |
San Francisee Sor at 56 koo $188 54500 $145 $145 $180 $160 — |
PVC 1o NY (1§ xbos) $0 s22 350 545 5132 50 -
Locanon Tetal $185 $422 $195 $190 $312 5180 $300
3L Louin Part at 58 kcos 3168 $400 3145 $14% $180 5160 -
SVC to NY (16 kbos) $0 22 $38 $45 578 50 —
Locanon Total 5168 5422 5180 $1%0 3258 s1%0 S300
Cemver Port at 56 xoos $165 $400 $145 5145 5180 3160 —
2vC 10 NY 116 kbos) s0 522 535 545 $108 50 —
Locanon Total $185 422 5180 $180 5285 5160 $300
Chcage Zon at 56 keos 3168 400 3145 5145 $180 5160 -
#VC 1o NY (18 xbps) 50 522 $3s 545 $67 30 -
ocanon Tatal 5188 A422 $180 5190 5247 5180 5300
atron Sart at 56 adcs 3166 1400 $145 5145 5180 5180 —
IVC 1o NY (18 kDDS) $0 422 535 45 $87 $0 -
Locauen Total 3165 422 $180 3190 $247 $160 $300
Totes 825 5604 52,650 2795 w302 w0 Sae [ LioL
Mot ATAT anc Scrint oricing ircluces Seirectonal CiRs: Cabie & Wire:ses anc Sonnt oncing mciuce AVCS in 19.2 kbps CIR granuianty. ——
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_ Frame relay services

" et i
s ¥ 1 L
TECTE 0 1 Ay
bl\' S Ll R ) ]
Ameritech Amertach  [BE.A [CLP vive |4 v 9 icB iIcB ica v v
(B0O) B32-8328 | Frame Relay
_____|Seoios = IFSHE0 SN [ L Ie— (R ) O [
ATAT ATET C.A C.LP |200 v TU . (v [v|oos [AETX [iT [« |[@ [@ [@ |@ [@ |@ |[@ @ v v
(B0O) 248-3632 o RRLES 0 N R W 3 EE AT CL R 2 R
Frama FAalay T O O R | ;
eon —_|Sarvice - . | S e il —— =3 R ) = o=
Bell Atlantic Ball Alantic  [B.C.A  [LP 200 @ |RST v v v |$175 $135 v v v
Comp Fromn Rotay
(800) 422.0455 | Sarvice N = —— ’
BallSouth Frame Feiny 200 wtn o] - [®msil s = ; v|§io | $600- v
Trlacammunica- : $210 $800
Hons, Ine,
1401}5290?5! . o L | L3 S L A | —
BT MNorth LGNS LAN RC.R |t 200 v M |AT.L v 40 X 14 ¥ | $400 $750 $1.400 £2.100 152300 v v
Amarica, Inc Iterconnect
jeoojar2-rese | 0 f 1l e I s P S (1 -
Cabie & Wirnlass |LAN Connect |C, A L 200 v [ |&T.0 |1 o |27 [ |#|#145 |§175 [$i00 |$400 ($900 |§1.100 [§1,400 |iCB viv| v
Communications, " H .. o B '-f LA ‘ of . .y .
Inc .
(703) 780 5300 " S == a i : = - -
CompuSarve, LS T on I (4 |ty |A.T. U v L] L] v | v |(2) 2) | i2) 2) (F4] 12) ) v |V v
Ine:
oo)4330m9 | 0 0 8 i ek}
EMI EMI-Frame |C,A C.LP |200 v v |1 |RE8T.U T T TR et | v [§120 : . |$580 $087 viv| ¥
Communications | Relay ' po ] it s ; Ce
Comp | d Yoo 8
|(A0O) 4562001 . A B oom—" | | S I [N G| O e L A [ -
My HypoeSemam (A C. R c.L.r v (1) |R. ST, v m 3 ¢ | |$180 |$330 [$4D0 |S600 [$750 [$950 ([$1.200 [S1800 | | | |V v
Cownmne fbenis | Feame Rinkay
Cew
{B00) 9339029 o
[NYNEX Comp NYNEX C i A v (<] LN v vi|iss $256- $780- v v
(714) A44.5470  |Frnme Reiny |se7 $350 $on%
I Enrvien
it Bl Frame Helay [0, C, 1 v nsTu 4 v |375 $150 $400 $500 v
(51019018498 IServiee | ) 0} 1 1 1 |_ b [ : = PRI (| | e, 1 1 ) [
PacNat, Inc Paklink 400 I ) IA8 1L,U |v 127 |A8 [ B (v |v |82 |§75 |10+ [5320- |$240- (3427- |$535- |$668- v v
(208) 232-9900 2 : ARERRS. BN e I N || _|9350 |$440 |$520 |$875 |$800 |[$975 |$1.175 |$1.475
| Southweetem Frammn Niotay [B.C. N |C L P m RS TUL L] x v | v [S184 $295 8575 v v
Anll Comp Soariee
| w00} 992 2355 M JS— 0 ) 9 S . — :
| Speent Corp Sprint Frame (A.C. A C.L.P 100 v 1 |A.S. T U v |30 S.T.X 14 v |+ |S160 [$275 [$440 |S66B0 (3025 51,045 81375 |$1.000 |o |[v | |+ [
(AON)A77-4646 | Relay Setvica | I8 S |Pegeranoiny . S| |IS]] (PO [P AW e s a
| U5 West Frame Melay [B.C.A  |P 200 v 1 |[RST.U |v 75 X, 0 v |v |§95 $347- v |v |v v
| Gz b | Sorvies $286 $784
b
| 1AnD) 2N A0 L
Wille! ViilFak B.CRH C.L.P 200 v 1) AT v v (175 A 4 v v |(2) 2) |12 2) 12'1 (2) 12) 2) v |V v
I{AO0) 364 5113 I
Products lightad by cnlor were selected for The Short List v ATM = Agynchronous Transier Mode T Crent compled try G Pagoet
lf}(}lm}::g‘w o {3) Up 1o CIR. ICB = Individual case basis CSU = Channal service unit
(1) Detemined by customer application and traffic volumae (4) Up 1o 150% of port apsed. CIR = Committed information rate POP = Point of prosance
17} Conrine doctined to give pricing . B e B ot _—— ,CPE_'W pramises equipment PVYC = Parmaneni mm
MES Frame RS, TU g - N
Olfanet || € |L O Y |1 |%55R |41 oo TmA] Ies|Soof 3cojes [eas|zes | s fuqoly iV Ve (V!
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3ROADBAND NETWORKING NEWS, February 8, 1994 e Page <

Each pilot ATM node will have VP

cross connection capability and will

comply with ITU-T (formerly CCITT) T D R PR GO

and European Telecom-munications Operator Contact Telephone

Standards Institute (ETSI) standards

on ATM. There will be 256 VP per Austrian PTT Mr Otto Freude +43 1 51551 2211

access and 16 ports per node. The Belgacom Mr Wim de Meyer  +32 2213 47 98

pilot will also make use of Eurescom BT Mr Bob Cuell +44 71 482 3739
DBP Teiskom Mr Reinhard Latzel  +49 6151 83 5088

deliverables such as ATM VP equipment :
France Teiscom Mr Kanm Jammal +33 1 4444 5214

specifications. )

With the trial only months away, hhldnclu TRRIINOR. TR TR | S e
the majority of public network  |gym agp Mr VaccaroTommaso +39 8 5494 5213
operators involved have placed orders Norwegian Telecom Mr Jon Sjaavaag +47227TBO 7T
for ATM cross connects. In many international
cases, installation and local testing PTT Telscom-NL  Mr Hans Diefenbach +31 70 3434 087
is wunderway. Suppliers who have Swiss PTT Telecom Mr Santo Filisetti +41 31 62 7400
successfully bid for these Telocom Denmark  Wr Hollo Blissen  +485 428251 11
contracts include:  Alcatel Bell, Tolosom Grann  Mr Gy Ayrolde  + 383 1 701 8290
Alcatel Network Systems, GPT- THNoom INoiow.  -Eas Vot e higasnsls

Siemens, AT&T and Netcomm. Network T:Honu de l.hbu' :de s',,: ::: :mﬂ
planning for Operation and o Porto (TLP)

Maintenance (0AM) features and Telefonica Mr Luis Paneda +34 1 54207 57
functions is reported to be well- Telia AB Mrs Mona Salomonsson +46 B 7133040
advanced.

By March 1994, the transmission
links for the preliminary ring
structure are scheduled to be ready.
These will start off as bi-directional 34 Mbps Plesiochronous Digital Hierarchy
(PDH) connections and will be logically fully meshed. The PDH interfaces will
be consistent with the recently agreed G.804/ETSI TM 3007 standards for mapping
ATM cells over the PDH at 34 Mbps and 140 Mbps.

"The ring will evolve to 140 Mbps PDH and 155 Mbps Synchronous Digital
Hierarchy where practical in which case the structure may also need to change
from a ring to a meshed or hybrid network. People expect 155 Mbps, but the
network has to work with what exists now," said Perkins.

ATM testing will begin in March/April with interoperability testing at the
ATM layer scheduled from April to June.

CARRIERS PUT STOCK IN FRAME RELAY

While higher-speed technologies continue
be on users' wish lists, technologies that
provide real-world solutions today are gaining
momentum. It is evident from the results of
our frame relay survey on the following two pages that carriers are moving ahead
with the technology.

While most carriers have been offering the frame relay service since 1992
and the infrastructure in place, analysts agree that users are starting to sign
on. Most users note that they are interested in the technology because X.25 is
not fast enough to carry local area network (LAN) traffic and higher speed.
Meanwhile, dedicated lines are wasteful because bandwidth is paid for while the
pipes are idle. In addition, users agree that SNA and LAN incternetworks can be
combined into one, elimating parallel networks and their associated costs.

Many users expect to buy public frame relay services for some, even all, of
their nectwork. They believe carrier-based services are less expensive than
building and running a private network. However, there are other users that
plan on building hybrids of public and private services.

Frame Relay
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ATAT

Buitish Telecom Mo NYNEX South- Bprint Wiltel
waslern Ball
Banvice Name/ InterSpan/ GNS LAN Interconnect Hyper Stisam Frame NYNEX Frame Relay Frame Relay July 1662 Sprint Frame WilPak
Availatie Bince US July ‘92, Ewope 10 Phase | 6/81 Phase 2 Ralay Available Apdl 1682 Falny aym
When ‘8 12/e2 /82 40 1681
Canada 30 '83
LS. Locations Available thioughout 22 Norih Amarican 300 + Avallable thicughout 1SInUS 350+ 17% chties ¢
locations
Tolal L.B. Nodes 200 plus points of 22 Nonh American Nane Avallable 4l nodes in NY 13 41 Switches 1,000 as of 8/83
presence nodes Telsphone stea, 10
noden In Mass.
i 1k Avnilabile In 18 £ SUK 16 None MNone Available Canada, Austiniia, LK London & Frankiud in
Locations couniries. Pac Rim & # Conlinenial Eutope 8- Continental Ewope 164
Austialla 4 Asla Pacific 2 Asla Pacific
10 e
" dional Nodes Ay L] Appiox. 18 None Avaliabie None HNone Avallable 18 Plan o Interconnect
with oftver FA providais
Platfom Back- GONS 2000 core watich Stuatacom IPX 18 and 32 Wailflest BCN /Slemens Northam Telecom Link Northein Telecom DMS- TPX 1100 Alcatel Data Siatacom IPK Cell Felay
bone MNeteork with Sustacom IFX and Fastpacke! swiiches EWsM Periphercs Processor 100 Nobwoiks
BPX watichan as sdge T1 Backbone Link Patlpharo
vehicies Processor(LI'F)
CPE Certiication Conduct customized ACC, Cisco, Weillleet, Yeu Will test on cusiomer None You Yes
compatibility lests whh 18M, 3Com, Vitalink, racest
cuslomen Andrew, Proleon
US Access Rales 2400 bps 1o 14.4 kbps 56 Kbpa 1o T1 Par FCC #1-MC1 Upto Tt 58, 284 Kbps Up 1o and Including T1 56 /64 Kbpa, 128, 258,
using dial sccasy, 58 1.538 Mbps 384,
Abps 1o 1.5 mbps using 512, 768, 1024, 1 538
dightal access
Intamational Canada 56 K& 18 64 Kbps lo E1 Per PTT None None Avallable a4, 128, 250 Kbps In developmant
Accews Falen Mbps, Ewapes 64 K, 2
Mpha and E-1
Committed You Yeu. Offer In 18 Kbps Yeou Equals to access line No Yeu Yeu. 18 Khps
Information Flale Increments. Increments below 84
R Kbps
Suppont
Data Trafc Types Arvything packaged lor Haa centified: ApplaTalx, No No restrictions Not Availatie Al Not Avaliable
fiame tismsmission TGP /IP, DECnel, Vines,
Notware, XNS
Switched Virtual Na SVC suppont; will No SVC suppont; will Not Avaitable No SVC support; will be No SVC suppont Offer as demand No; looking Into
Clrcuity Uffered ppon when did ppon when capability offering ISDN access o warTants providing it
' wre complate In integrated into Industry Frame Helay Pats In
wwiiches and routars 1984
Natwon SNMP support Uses Stralacom's SNMP support NOC monitars physical SNMP based Natwork moniodng, dals Oecler tracking, touble
Maragemerd StrataView Plus system, and logical aspects of CHM under delrery arnaly licket tracking, sntry
Capabitties uses Suniet Menager lor customer netwarking utliization analysss and alarm, manioning,
SNMP management of capacity managemaent. utllization reporting,
BT pronisloned routers SHMP capablities
[Cinco of ACTY)
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Lnilize DE BIT? No No You Yes Switch suppon In 2HB4 You Yes, only lor data
above CIH
UNize FECN & Yo Yes Yeou Yeou Swdich support In 2HB4 You Yo
BECN
Data Buffersd o Uses a ciosad loop Engineered lo svold You butt discarded when Both Baoth; depand on level of Buffared Biftered
Discarded With aigotithm to monitor spaie congestion. i It occurs, bufters wre Nled congestion
Congestlon capaciy, hisisfors doss data Is buffered within the
ol wllow X oddes
Price Structure Accoss lee, Access clicult, Manihly access and por Thiee lypes of ports: 58 Flal rate pilcing varying Domestic U.S.: Usage Non linear, based on
Pant FVG tixed price by Irvatadl jd i charges with k Kbps, 384 Kbpe and 1.5, by bandwidih Key and fiwed monihly rates pon connedtion speed
spead, anvd monthly maintenance fee chaiges. Thies FVCa Piicing dependant on Sarvice slemenis: Access Inteinational Sendce. Pord B PVC suba: ighion
usage for dialin sccess o1 lelco chcull, Hered and ihily clst q Link, Port and Logical Plus Fixed. Ralse Traflic rate, simplex
Custormer netwiik manthly port fes, podt charges based on type. One exaimple: FCC 1 Links (PVC). Chaiges
management and Irtnilation Por Chaige Packet
aquipment fess are [deinstalistion Swilch Port (1.5 Mbps)
optional and Inlsinational maonth lo month $882, 3
connaciivity chaige yoar plan $8405,
S-year plan $700.
Usage Pricing Fou dinl access No Yeu No None Yes (US) No
Distance Pricing Mone: no additional No Yeu Acces line anly Milsage piicing may No No
chnige for long distance apply to locations
outside of metropalian
aleas
Over Subscribe Configuiation dependant 200% of ihe nccess por Unlimited No Yeou Yes 400"% for 56 /64 Kbps,
Accens Line peed oversubscriplion 200% lar port
connections
Asymmaetrical Yor Asymmetical CIR Yeu N/A No Yes
Pricing provisioning
I Becurring Charges Pont /PVC and access and Yes excepl for Yen Yeou Access Link, Pont, and Yes (Por & PVE) Flal rale par node
optiona selected Iinstaliation / Logical Link(PVC)
dainstalistlon
Package /Discount Yos Yes tor significant Yes 3 and S year discounts 3 and § year conlract Volume Discounts Via promotions
implementations on & pricing under
case-by-case basls development
Number of NA NA NA Approw. 30 11 with 78 ports as of a8 100 na of 8783
I Customaen 10/02
Customet Name LSt Logic, NIKE, Will provide upon N/A N/A N/A Ernst & Young, Cornwes Compuers,
Prudeniial, Heslthcare Indbidual requests Dyn Comp., AW Biak, Sequernt
Systemns, Halliburion, Legent, Computers,
Minnesola Mutual Ganetal Electiic MNervall
Markating Contact 1 800 2471212 Debia Misike Joseph Jirn Hines Tom Pros U S.. Kalherine Waldron Laslie Nelson and
(408) 622-7188 McKaman (@14) 8445470 [314) 2358535 (703) 689 2208 David Soalres [918)
[214) 701-1267 Inil : | sigh Ssunders 588 5054

(703) 848 6000
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Frame Transport Service Questions & Answers

QL.
Al

Q2.
A2.

Q3.
A3

Q4.
A3

Qs
AS.

Qé.

Q7.
A7.

Q8.
AS.

Q9.
A9

Q10.
Al

Q12.
Al2.

Q13.
Al3.

Ql4.
Ald.

Q1s,
AlS.

What type of Frame Relay switches are used?
Cascade 6000 & 9000 B-STDX Multiservice WAN Platform switches at the network edges with
current backbone based on Newbridge 36150 MainStreet ATM and GDC APEX ATM switches.

What is the minimum switch latency?

Use caution when answering questions regarding latency. There are many elements involved
with nerwork latency, one of which is switch latency. The Cascade 9000 B-STDX has a minimum
switch latency of less than, or equal to I (one) millisecond. Of all the elements involved in
network latency however, propagation delay will be more significant than switch latency. In
our network, propagation delay is approximately equal 1o 0.865 milliseconds per 100 miles.

What access speeds are supported?
56 Kbps up to 6 Mbps. Refer to Frame Transport service description for details.

What committed information rates are supported?
Standard CIR options are available at zero, 56 Kbps, 128 Kbps, 256 Kbps, 512 Kbps, and 1.5
Mbps. Individually priced CIR options are available in additional increments of N x 64 Kbps.

What trunk speeds are supported?
T3.

What is the maximum frame size supported from the customer equipment?
4096 byre frames are supported. We can accommodate larger frame sizes if requested by a
customer, however, we don't recommend it because it could reduce performance.

What is the maximum number of PVCs supported by the Cascade 6000 & 90007
400.

What is the maximum number of PVCs supported per access port?
Hundreds of PVCs can be supported per access port, however, an exact number was not
available at the time this document when to printing.

What is trunk method is used between frame relay switches?
ATM.

Are the frame switches we use fully redundant?

The Cascade 6000 and 9000 used by MFS Datanet are capable of full redundancy, however,
there are some components of the switch ( in the way we purchase them) that are not redundant.
The power supply, central processors and individual port cards are all independent of each
other and a failure on one I/0 card will not impact others around it.

What communication protocol is used on the trunk portion of the network?
ATM.

How are routes selected?
Routes through the network are selected using “Open Shortest Path First” (OSPF).

Are PVCs maintained if a trunk fails?

Yes. PVCs are automatically rerouted around a trunk that has failed in the network. The
network is configured with multiple paths, so in the event that an alternative path is
unavailable, a PVC will be automatically restored as soon as a path is available.

Does the network allow for different PVC speeds in each direction?
No.
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Frame Transport Service Questions & Answers

Q16. Does the backbone handle different priority schemes.
A 1' 6 Neo

Q17. s the network fully diverse?
Al7.  Yes, except for a few cities (like Boston) that currently being scheduled.

Q18. Is the routing of PYCs done by the nodes, network management system or by network
operators?
AlS8. By nodes.

Q19. Does the network support SNA traffic?
Al9.  Customers may chose to use a FRAD device to connect SNA traffic to the network for use with
Frame Transport. Presently we do nort natively support SNA, but may chose to in the future.

Q20. Is Link Maintenance Interface (LMI) supported?
A20.  Yes and conforms to Revision 1.0 of the original Frame Relay Forum specification, as well as 1o
ANSI T.617 AnnexD.
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UCTION

A Reporl from Users and E:tpeds on Frame Re.lay

[\ Telcome w “Frame Relay, 1994 and Beyond.” This

/\, report presents a current view of frame relay's

! 7 business benefits through interviews with frame
relay users and industry experts. The report also evalu-
ates the ongoing role of frame relay in the developing
Asynchronous Transfer Mode (ATM) environment. The
resuits offer compelling reasons to consider a frame relay

The articles that follow address these questions:

* What are current users experiences with frame
relay® What benefits have they received, and what is
frame relay's applicability to evervday business needs?

* Where does frame relay stand in the market
today? What are the primary drivers behind frame
relay’s current rapid growth®

* What about ATM—will it interoperate with frame
relay ? What is frame relay’s role in an ATM network?

The answers are overwhelmingly positive, Users
resoundingly endorse frame relay solutions for their wide

ct;ncems.mhmeulnymukﬁi:takincoﬁ'widl
over 700 corporate and public service users in the

U.S. aione by the end of 1993.

Analysts and users have
concluded that frame relav
and ATM are complemen-
tary technologies. Frame
relay and ATM wiil work =
together, bolstered by broad ;
industry support for frame
relay-to-ATM interworking.
These technologies will continue
to work together into the next century.

This report would not have been possible without the
cooperation and support of the Forum members as well
as that of numerous experts in wide area networking
technologies. 1 would also like to express my gratitude to
the many users who were interviewed for these articles.
They willingly shared their thoughts about the measur-
able improvement frame relay has made in their business.

Laura Capaldini
Northpoint Consulting

FEATURES
3 Frame Relay Goes Mainstream
Users cite cost savings and improved network performance.

6 The International Outlook
I response to customer demand, frame relay goes global.

| Frame Relay Takes Off!
Grosoth noted for LAN-t0-LAN and SNA networking.

9  When Frame Relay Meets ATM
A broad consensus sees frame relay's inzegral role in ATM ners.

11 New! On-Line Information
Users can get free information using a PC or a fax.

12 What Is The Frame Relay Forum?
Purpose, goals, addresses, phone and fax numbers.

Biographies

Laura Capaldini is a principal at Northpoint Consulting
i Ithaca. N.Y. She specializes in strategic marketing
and business planning for emerging data and voice ser-
vices. Her focus is on broadband nerworking, packer-based
data services including frame relay, and wireless commu-
nications including PCS. She is a member of the Frame
Relay Forum. Laura may be reached on MCI Mail ar
493-8593. or by phone at (607) 257.4240.

Capymgte | 994 < Tha Frome Relay Forum. Al igh® rmserved.
FR2

Thomas H. Jones is President of New Vensure Direc-

tions, Inc., of McLean, Va., a management consuiting firm
specializing in strategic planning and marketing for come
panies in the data communications and networking indus-
try. Tom was active in the founding of The Frame Relay
Forum and served as its first President and Chairman of
the Board. He can be reached by phone at (703) 442-8995 or
via the Internet at wh2 [43@mworidlink.com.
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Frame Relay Enters
Busmess Mainstream

Users from all industries are finding that frame relay saves
money, improves performance and is easy to implement.

n the evolution of anv new

technology, there comes a

point when the focus shifts

from a debate over technical

capabilities o a discussion of
actual expenences of users. Frame
relay has passed this milestone, and
there is now a growing body of
users ready to speak out. With sev-
eral vears of operating experience,
these frame relav users have over-
whelmingly positive reports tb
meake about frame relay's impact
on their business. Based on their
first-hand accounts, frame relay is
here to stay.

What are some of the reasons
users choose frame relay solutions?
Users are reaping numerous busi-
ness benefits, including improved
corporate productivity, enhanced
compettive advantage, and respon-
siveness 10 rapidly changing busi-
ness environments. Plus, they are
doing so with a technology that they
say is simple to use, improves per-
formance, and saves money.

The frame
relay-based
solutions dis-
cussed below
include public
network ser-
vices, private
frame relay net-
works, and “hy-
brid™ networks
of both public
and private sol-
utions. They re.
present main-
stream network users of different
sizes and from different industries.
All the nerworks discussed in this
articie are installed and working
today in full production.

“Frame reiay has made the

SPECIAL ADVERTISING REPORT

whole network
so simple and
incredibly flexs-
ble. We literaily
could move the
whole corpo-
rate office to

# P 4n i
) r\/ ,
g Y e were amased

art how easy 1t
‘ was ro implement

another city frame relay—it took

and it wouldn't EW e ; gs. "

make e big dif- [ WA 3 only six =

ference,” says &; ; —Phil Marzullo,
k - cnntll

Phil Marzullo,
Vice President
and Chief Information Officer of
REN Corp.—USA, based in
Nashville, Tenn. Marzullo says
that frame relay has enhanced his
company's ability to grow, while
simplifving the installation and
management of the network. “We
are very happy,” adds Marzullo.
“The phone doesn't ring as often ag
it used to in the user support area.
The network is very stable.”

REN Corp.’s network is the
backbone of its business. REN
Corp. builds and operates kidney

&6
'Dur bandwidth

increased from 9.6
to 56 Kbps and our
monthly line costs

dropped in half.”

~Jerry Johnson
Aboo Foods

dialysis centers throughout the
U.S., with recent expansion to
Meaco. Each center is linked to a
centralized patient information
database. Vital data about the
patient is recorded in the system,

REN Corp.—USA

including treatment plans, lab
results, and medical history. The
network links patient information
to the billing system and to a cen-
tralized lab.

E 3 Iur] lation

With over 50 U.S. locations, and
plans for more, REN Corp. needed
to easily bring up new sites. “We
were amazed at how easy it was to
implement frame relay,” reports
Marzulle. He adds that. “remark-
ably, the entire changeover to frame
relay from the previous leased line
network took only six weeks.” New
locations are brought on-line by
simply adding an access port and
configuring the permanent virtual
circuits (PVCs). As new applica-
tions arise, Marzullo notes, “frame
relay gives us the ability to expand
the bandwidth without expanding
the whole network.”

REN Corp. has seen other ben-
efits. “Impiementing frame relay
was a no-brainer from a cost-effec-
tiveness point of view.” says
Marzuflo. Using an interexchange
carrier's public frame relay ser-
vice, REN Corp. was able to
upgrade network access to 56 Kbps
(from 9.6 Kbps leased lines), and
save 20-t0-25 percent over ite pre-

FR2
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vious network configuraton,

Frame relav simplified REN
Corp.'s disaster recovery plans,
“On just an hour or T™wo notice, we
can switch the enore network over
to utlize the back-up data center.
keeping the patient mformation sys-
tem available to climics nauonwide,”
says Marzullo.

Marzullo sums up his satisfac.
tion with frame relay: “There is
nothing that we would do different-
ly about our move to frame relay.
Thus far, we are very happy.
Frame relay is definitely living up to
our expectatons.”

Culting Costs

Success in the retail grocery
indusiry is measured on the
slimmest of profit margins, where a
one percent improvement in profit
is significant. Abco Foods, an oper-
ator of retail grocery stores in
Phoenix, needed to improve its net-
working capabilites while keeping
costs down.

Frame relay expanded Abco's
network bandwidth and im-
proved response time while sav-
ing 30 percent per month., “Mov-
ing to frame relay is one of the
smarter decisions we've made.,"”
declares Jerry Johnson, Vice
President of MIS,

Growing application require-
ments at Abco saturated the exist-
ing network of 9.6 Kbps multidrop
lines. The network initially sup-
ported elec-
tronic funds
transfer as well

dance records,
and other ad-
ministrative ap-
plications were added.

Abco considered upgrading to 56
Kbps leased lines, but the monthly
line costs would have almost tripled
from $12.000 per month to
$35,000. Abco’s solution was to use
a public frame relay service offered
by its loocal exchange carmer,

FR¢

Frame relay
delivered on
cost and perfor-
Mance mmprove-
ments, “Our
bandwidth in-
creased to 56
Kbps to each
site, and our
monthly lmc

“We ran our own ['ls between the
two Local Access Transport Areas
(LATASs) where our stores are locat-
ed. Even with that cost, we are sav-
ing 30 percent every month com-
pared to the previous network."

Abeo also saw dramatic perfor-
mance improvements, “The new
network has given us a big boost in
response time. for both check verifi-
cation and electronic funds transfer
(EFT),” relates Johnson. Faster
response times mean more cus-
tomers served and greater customer
sapbsfaction.

Abco’s confidence in frame relay
and its vendor was demonstrated by
its aggressive network deployment.
“We had everything installed,
pretested, and ready to go,” relates
Johnson. “So we cut over four
stores per night to frame reiay, The
entire network was done in three-
to-four weeks,"”

Frame relay provides applica-
tion independence for Abco's net-

e

. erwork response

time improved to less
than one second from

izs previous range of
three-to-frve seconds.”

—Brian Spears

Konica
work. “We are firm believers in
frame relay because we only want
one communications platform in
each store.” says Johnson. “We
need an open architecture that can
support TCP/IP, NetBIOS, SNA
and other protocols, all of which
we can support with frame relay.

arsons looked at
pumng up a prrvate
line nerwork but it
would kave cost three-
Lo-five times more.”

—Kevin Hendrickson
The Parsons Corp.

And we will be putting up new
applications in the future,”

CLugmg Buosiness Needs

“One of frame relay's biggest
selling points is its flexability,” says
Kevin Hendrickson, Manager of
Technology Services for The Par-
sons Corporation, Pasadena,
Calif. “In an engineering compa-
ny, projects get staffed up and
staffed down. Once frame relay is
implemented in a site, we can
quickly adjust the bandwidth and
connections for optimal perfor-
mance. So we're really paying
only for the services and the band-
width we need.”

Parsons is one of the country’s
largest mpnmw and constructon
companies. Untl recently, differem
subsidiaries each had their own
business support systems. After con-
solidating these functions, Parsons
added public frame relay service
from an interexchange carrier.

The frame relav network links
LANS in 30 offices across the U.S,
back to three data center sites, one
of which is in London. “Given that
we were going to have everybody
use the same financial, job cost,
human resources, and payroll sys-
tems, we had an urgent need to link
everyme to the same date center
sites,” says Hendrickson.

Using a public frame relay ser-
vice provided the cost-effective flex-
ibility Parsons required. “Parsons
looked at putting up a private fine
network, but an equivalent net-
work would have cost three-to-five
times more,” says Hendrickson. As
well, a leased line network lacks
the flexibility to change readily as
business needs change. “The ability
to phase-in changes incrementally
1s one of the major benefits of

SPECIAL ADVERTISING REPORT
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frame relay,” sava Hendricksu,
With two years nf expenence
wirh frame relay, Parsons 1s ready
w add more sites, parvoularly overs
seas, Having ined its onginal need to
cnnsalidate exsting apploabons and
protocols over one network, Pur-
sons s resdy for expansion. “With
the frame relay network nosw in
place,”’ Hendmckson reports. “we're
sceng bots of otler pussible wn:tc-.
Uwis for the nerork bandwadth,”’

Reducina Respunse [yme

Eunlnemoing productvity through
improved pecformuance was 4 critioal
deetsion factor i w mowve o frame
relay [ur Konica Business Machines
LiSA Inc. Konion, based in Winder,
Conn,, necded to wmigrare from a
oure SNA nerwork to a LAN based
envimnment to meet changing Lus-
a0es

Rouncs chose an interexchange
carrier’s publio frams relay serviee
to bink its LANs ucross rhe .S,
“"On e basis of a price/perfor-
manee analyveis, frame relu\' wak
civarly the best devizinn,” reports
Baan Socurs, Manager of Informa-
tun T

I'he dcmsiou hux paid off.
Branch officers were upgraded

ERG-NEWTON,

e TO

Konioa's network cunnecrs 50
branch sales offices with head
quurters {or wholesale and reusil
office squipment sules opera-
tiong, Applicatinng includer eus-
towmer inquiry, billing, order
placements,
arder inguiry,
and aervice re-
rords. Limely
response hus
unproved saler
faree produc-
tvity and guse
wmer satis{ac-
ton. New local
aren network-
hused applica-
vons are pro-
lifernting
thruughour the company,

Usmg a trame reluy service has
also improved network reliability
for Konica, With trame relav’s nun»-
matio re-routing capmhilides, line
outages have not been a problem.
“Previously, outages were all o,
and we hod implenmiied dial back-
up capabilitier for our netwark
lines.” reports Spears. o
bilities have not buen needed with
the frame refay nerwork.

rum the 9.6 Kbps point-tospuint
ind multidrop line netwnrk to 56
Rbps acvess, AR A result, according

I" r

S p Netwurk Heliability
Corporuie mergérs may cnhance
u company's etratogic positiuning
hur they often
wreak havoc

. '; S f on the vurpos
A . wte petworkmg
Y ecan transmil!  environment.
2 printing document Legent Cor-
paration, based
Sy~ Jrom New York tw a Hunrdon.
B, Was hmm-
;',mm‘wv i1 one-fifth the ed through s
fimie 5t took lefore series of merg-
—John Robiimm ;‘u::: among
R.R. Donnelley & Sonn ;o irware con-
panses. In 1992,
to Spears, “network response Ume it doubicd in size thmugh a merger
improved to less Lhan one second  with Goul Systems, forming the thind
from its previpus range of threeto-  lurgest mainfrome software wmpany
five secnnde.” m the world,

In sddition. “surictly on the "We nexalerd a network that could
basis of line charges, Konica is Gy a mux of data protocals sach e
saving uhout $120.000 per vear or  TCIVIP, SNA, SDLA, IPX and
15-t0-20 percent over what we  XNS peliubly nver a company
wers previously paying for the 9.6 litway,” repors Geongo i, e
Kbps netwurk ™ eays Spears, #ctor of Corporate Toecommm micabons.
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Legent's business requires
superior nerwork relability. “It
was absolutely eritical that the
network be available sr all umes,
arcuny the cinek.” notes Photakis.
“Almost 80 pereent of the ner-

“w_ B! \ 4
- \ Ye nented a nri-

work o curyy 4 mix of
gara protocols—

1CP/HPR SNA, SDLC,
IPX and XNS."

—iaorge Photalis
Legent Curporation

work use 18 pure interactive affie
to the maudrume or a file server.
For example, our customer sup-
port personncl are suread all aver
the world, needing aocess 10 cen-
trultzed dats bases as they work in
real tme with cuswmers.” The
nctwork supports other apphica-
tions ineluding e-mail and Lotus
Notese; acccss to develnpment
computers, buuying end file trans-
fers fur soffware development; aud
om-line sales tools.

Legent is curnhining pubbio and
private frame relay capabilitivs
into one reliable corporare net-
work, “Frame relay gives us a
self-henling network,”" repurix
Photakis, “With 30-10-35 sites in
the U.S, und an equal amount
whroad, leased lines would be
irnposesible to mainisin,”

The jowpr LS. ptes plus a mte
w Jupan are connected and wurk-
ing through an interexchange carn-
cr's publiv frame relay scrvice,
Sturting in 1994, Legent plans o
add its European sites, plus Aus-
tralin and the Pacific Rim, to the
frame relay network.

A privotc network of dedicated
Tla bxetween major development
sites will became 8 multiplexer-

for higls vulume applications.
Legent bikes the results, “We're
secing approximutely 35 percent
savings un average over the provi-
wur 56 Kbpe lpascd lino ietwork.
We're also saving ui sooese c0Sts at
the host computer.” reports Pho-
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takis. Photakis concludes, “"We
must be able to plan for the unex-
pected, particularly in terms of new
applications. Frame relay gives us
flexability and reliabilitv, without the
cost and maintenance issues of a
leased line network.”

Enbanced Compelitive Mﬂulagc

In the highly competitive printing
mndustry, the time it takes to deliver the
final document is often the deciding

BRG-NEWTCM, MP

factor in the ahility to win the business.
At R.R. Donnelley & Sons, com-
munication networks provide mis-
sion critical connectivity for business
applications. Donnelley, with head-
quarters in Chicago, relies on the
network to distribute text and color
images to printing plants around the
world. The network also distributes
diskette masters and files for the
information replication business.
“These applications are at the core

94pE9752210  P.
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of our business.”" states John Robin-
son. Manager of Data Communica-
tions at Donnelley. “Our product is
going through the network, and our
deadlines simply ean't be missed.”
Other applications such as e-mail and
the networks.

Over two vears ago, Donnellev
knew that its nerworks were be-
coming outdated. Donnelley re-
placed muitiple discrete networks
with a private frame relay network.
The network uses swiches support-
ing frame relay and X.25 in the
same switching fabric. “"The decision
o move to frame relay gave us the
ability to encompass all the applica-
tons we oould foresee at a cost that
was advantageous compared to the
alternatives,” states Robinson.

These applications now work
together on a single network. “The
internetworking that frame relay gives

abhnmlk to each other,” he says.

“Frame relay gives us a oompeﬁ—
tive edge in our business,” relates
Robinson. “In a broad view, we man-
age o network of pranting plants.” The
new frame relay network cuts the
tume required to distribute documents
to the printing plants, improving Don-
nelley’s ahility to compete.

“For example, our financial prnt-
ing business has seen a five times
increase in throughput,” reports
Robinson. “We can transmit a fin-
ancial printing document from New
York to Los Angeles or London in
one-fifth the tme it took before. In
this business, davs are worth dollars.”

Coueludon

Users of frame relay equipment
and services are vocal supporters
of the technology. Network man-
agers report measurable improve-
ments in networking costs, perfor-
mance, reliability, manageability,
and ease of implementation. Corpo-
rations are pleased with the result-
ing improvements in productivity,
customer satisfaction, and profits.
The message is clear—frame relay
provides a proven, cost-effective
solution for wide area data net-
working in the "90s.

SPECIAL ADVERTISING REPORT
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ground swell of sup-

port for frame relay

has been quiedy build-

ing among users and

among wide area net-
working industry experts th.mugh-
out the U.S, and abroad.

“Frame relayv is the best kept
«gcret in the industry,” according to
Rick Malone, a Principal of Vern-
cal Svstems Group, Dedham, Mass.
“Two years ago there were a lot of
naysayers regarding frame relay’s
growth. But users needed some-
thing easy to mstmll, easy to under-
stand. economical, that fits their
environment, Frame relay meets
these needs.”

Price. Pedormance. and Manageabality
“People are looking for a combi-
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Frame Relay Takes Otf !

Industry experts note the rapidly growing use of frame
relay for LAN-to-LAN and SNA nerworking.

and performance of a meshed net-
work that they couldn’t otherwise
afford to have.”

Other analysts agree. “A prima-
rv benefit of frame relay 1s cost sav-
ings,” says Tom Nolle, President of
CIMI Corp., u Voorhees, N. J.,
consulting firm. “Our clients have
seen an average 32 percent savings
overall.” Nolle estimates that at
least three-quarters of these clients
are replacing existing leased line
networks.

Frame relay users are learning
that, with no increase in cost, per-
formanoce can improve dramatcally
over previous network configura-
tions. “We have seen up to a five
times performance improvement
while still paying the same as
before.” reports

works., Frame relay solves that
problem for them.”

Mlllll‘pmlmi Nalmthlng
Functionally, the requirement to
support multiprotocol networking,
partacularly LAN protocols, drives
frame relay’s growth. In parucular,
the integration of LANs into SNA
environments has caused many
users to evaluate frame relay.
“We're seeing an extraordinary
transformation of branch offices
from traditional SINA into LAN-
based networks," reports Callahan.
“We work with people who are
with the migration of ded-
icated SNA networks into decen-
tralized, multiprotocol environ-
ments,” states Donald Czubek,
President of Gen2 Ventures,

nation of cost savings, ease of man- Manageability is also a critical Saratoga, Calif., a firm that consults
asement, and level of performance,’ consideration, “Users want to be on IBM networking. “Frame relay
cxplains Robbie fits well. In the
IForkieh, Presi- m&l&NA
Jdent of RETC. ] oon-
Nt o N U.S. Frame Relay Customers (Year End) v g §
iirm based in Eu- marily dedicated
tene, Ore. He data links which
adds, “Improve- handled only
ments in price and SNA and SDLC
performance are Now, frame rcay
definitely the m- supports a max of
easure by which protocols—the
users judge a direction in which
twehnology.” everyone i going.
Frame relay's The unpre-
combination of dictable nature
price and perfor- of LAN trafiic
mance 1s a primary has also served
reason for frame 1992 1993 1994 1995 1996 1997 as a driver for
relay’s growing Soutos; Veetboal Byvmse Growp frame relay
success. “We've aceeptance.
reviewed case studies and found able to hand off the management of “An increasing percentage of traffic

that frame relay users have the
opportunity for tremendous sav-
ings,” reports Steve Taylor, Presi-
dent of Distributed Networking
Associates, Greensboro, N.C. In
addition to savings, Taylor adds,
“users are getting the redundancy

SPECIAL ADVERTISING REPORT

their networks to carriers,” says
Paul Callahan, Senior Analyst,
Network Strategy for Forrester
Research Inc., Cambridge, Mass., a
user-focused market research firm.
“They don’t want to have to build
and manage complex mesh net-

is LAN-to-LAN,” relates Caubek.
“This is true across the industry. In
the new enterprise networks, data
traffic patterns are less predictable.
LAN traffic also tends to be bursty
and needs greater bandwidth. Even
with a single protocol, it is stll diffi-
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cult to configure
networks.”

fith support for
multiple protocols
and applications,
the network must
be resibent enough
to withstand rapid-
Iy changing traffic
loads. “It’s often
the case that end
users can't tell you
which new appli-
cations are run-
ning from day to
day,” says RFTC's
Forkish. Traffic
analysis and management are
increasingly difficult. Frame relay

meets these challenges.

Frame Ralqr i IBM Ndwrh

IBM networking represents a
growing segment of the frame relay
market, not only with the migration
to LANSs, but within the SNA envi-
ronment as well. Frame relay tech-
nology provides a robust alternative
to the traditonal wide area leased
line networks of the IBM network-
ing environment

“IBM realizes that it must pro-
vide an open environment. While
X.25 was supposed to offer that
environment, IBM never really
got behind X.25,"” says Anura
Guruge, an independent consul-
tant in New Ipswich, N.H., spe-

FROM  BRG-NELITON,
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cializing in IBM networking.
“Frame relay provides IBM with
a fairly smooth transition—cus-
tomers can use existing hardware
o support frame relay.”

In early 1994, IBM released a
new version of its Network Con-
trol Protocol (NCP Version 7.1)
allowing SNA networks to fully
utilize frame relay. “Frame relay
has some significant benefits for
the SNA community—link consol-
idabon being one of them,” reports
Guruge. “Frame relay will sup-
port, theoretically, hundreds of vir-
tual circuits on each access link,
significantly reducing user access
port needs,”

IBM networking users also
receive the benefit of higher access
speeds and redundant routing. With

mdzmm
g 6 o 1.2 ion i 199,
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connections generally
at 56 Kbps and above,
frame relay signif-
wantly improves per-
formance over the
traditional 9.6 Kbps
leased line and mul-
tidrop networks pre-
valent in the IBM
environment. Frame
relay’s automatic re-
routing capabilities
and network robust-
ness minimize the
possibility of major
line outages.

The use of frame
relay in IBM networks is on the
upswing. “People are still in the
carly stages of the migraton,”
reports Czubek. He adds, “IBM
has thrown a lot of support
behind frame relav. And IBM's
support of frame relay makes the
traditional IBM customers more

Continued Growih

Future growth of frame relay will
be nurtured by the development of
new applications. “Frame relay is
still in the replacement stage, replac-
ing existing networks,” says Taylor
from Distributed Networking Asso-
ciates. “This will change over time.
As we replace existing networks, it
will give us the infrastructure that
will allow tremendous growth in
new appbcanons.”

Nolle agrees. “Today, frame
relay enables a network expansion
that otherwise would have been
cost-prohibitive,” relates Nolle, “By
the end of 1994, we expect 1o see
the first stream of new applications
driving frame relay growth.”

Additional growth will develop
as frame reiay moves into interna-
tional markets. “Users are extend.
ing their networks globally,” says
Malone. “There's tremendous inter-
est in bringing on European and
Agsian sites. Carriers are having to
accelerate their plans.”

“People are buying frame relay,”
reports Callahan, “Thev have awsak-
ened to the fact that they can't go
forward without LAN internet-
working. The best way to do that is
with frame reiay.”

The secret is out.

Millions
Cenal

19400

4.5

7670
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When Frear

n making the major financial

and time commitment to

upgrade network technology,

users want assurance that

their networks will last. “The
higgest hesitation in networking that
we 're still seeing is uncertainty
among the choice of frame relay,
SMDS (Switched Multimegabit
[Data Service), and ATM technoio-
gies,"' reports Steve Tavlor, Presi-
dent of Distributed Networking
Associates, Greensboro, N.C. “Peo-
ple are not clearly seeing the migra-
ton paths or that full interoperabili-
tv will be available. But these
rechnologies absolutely will coexist.”
he adds.

Industry experts believe that
frame relay and ATM are entirely
compatible and complementary.
‘Frum an ATM perspective, frame
relay is great,” savs Steve Walters,
Exceutive Director—Broadband
Product Line Management for Bell-
cove, and a Vice President of the
ATM Forum. “Frame relay extends
the range of capabilities for which
ATM is used.”

i)p‘l‘lllnl l!‘ﬂ"lﬂc

This includes supporting a lower
specd interface partcularty well suit-
¢d for data applications. Walters
auds, “There will be situations based
on specific applications and econom-
ics where cither a frame reiay or
ATM interface will be the right
choice for the customer.”

Other experts agree. “Many peo-
ple have the misconception that
ATM and frame relay are mutvally
exclusive, but that’s not true,” states
Donald Czubek, President of Gen2
Ventures, Saratoga, Calif., a con-
sulting firm specializing in IBM net-
working. He cites IBM's plans for
ATM access: “For most of the IBM
architecture, frame relay will be
one of the interface options for
ATM networks.”

Compatibility between frame

SPECIAL ADVERTISING REPORT
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A broad consensus sees frame relay’s integral role

relay and ATM wiil benefit both
technologies. “ATM's issue is
where will that traffic come
from.” reports Robbie Forkish,
President of RFTC Inec., Eugene,
Ore., an original co-founder of
Network Equipment Technolo-

gies and a leading expert on
broadband technologies.

While frame relay and ATM
networks may initially coexast as
separate networks, Forkish says
that eventually frame relay and
other access technologies will feed
traffic into the multimedia ATM
networks. “We expect to see most
new networks being ATM-based
and supporting frame relay access
as well," he adds. “Over time, the
predominance of LAN intercon-
nect will be frame relay going to
ATM networks.”

Why does frame relay work well
as an access interface for ATMP

in ATM nermorks.

First. there are remarkable similar-
ties in the protocols. Frame relay and
ATM evolved from the broadband
Integrated Services Digital Network
(ISDIN) standards developed during
the 1980s,

“If you look at the basic technol-

;F rom an ATM

perspective, frame
relay is great. [1t]
extends the capabilities
Jor which ATM ¢ used.”

—Steve Walters
Bellcore
VP ATM Forum

ogy, the only real differ-
ence between frame reiay
and ATM is the variable
[ength versus the fixed
length packets (or cells).”
reports Taylor. “That's
where all the differences
stem from in terms of
bandwidth efficiency and
ability to support very
delay-sensitive applica-
tions like voice and video.™
Second, frame relay is easy and
inexpensive to implement, Frame
relay is readily supported in soft-
ware, and for many users simply
requires a software upgrade to exist-
investment. A wide range of ven-
dors support software-based frame
relay interfaces on their equipment.
Third, frame relay's relatively low
overhead and variable packet size
makes it an efficient protocol for
transmitting data. With frame relay,
the default overhead on a 128 bvte
frame is approximately 4 percent of
the frame. As the frame size increas-
es, the overhead percentage decreas-
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es dramaticallv. For example, with a
1600 bvte frame, a =ze common with
LAN protocols, the overheaa drops
to less than one-third of a percent.

ATM's 53 byte fixed cell i1s opti-
mized for handlmg mulitimedia oraf-
fic at high speeds. However, with
ATM., spproximately 10 percent of
each full cell is overhead. In very
short transactions, where cells are
not full. an even greater percentage
of bandwidth carries no user data.

“As a general rule, the lower the
speed (e.g., T1 and sub T1), the more
concerned you are with overhead for
data applications,” relates Taylor. At
leveis of T3 and above, the benefits of
ATM outweigh the efficiency consad-
crations, At relatively lower speeds
(T1 and beiow), frame relay more
efficiently transports data.

"“Frame relay is a good approach
for data,” asserts Ken Miller, Presi-
dent of Prism Networks Inc., a
Waltham, Mass., network services
consulting and integration firm.
“The rationale for using ATM is to
te together multiple sources of traffic
with different characteristics. Even iff
vou have ATM, the interface into
the ATM network will continue
over time to be frame relay.”

lntlu-lry-wulq Agreement

Frame relay's sucoess as an
access interface to ATM will be en-
hanced by an industry-wide agree-
ment on the mterworking between
frame relay and ATM. The Frame
Relay Forum and the ATM Forum
have been working on just such an
agreement.

These two industry organiza-
tions represent companies ranging
from wide area networking service
providers, to equipment vendors of
CPE. switches, computers, and
multiplexers, and to major network-
g software vendors. With this for-
midable array of networking talent.
the industry has actively taken
charge of ensuring broad-based
interoperability berween these two
technologies.

The goal of these interworking
activities is to develop specifications
for two different interworking soe-
narios. “The first scenario allows
frame relay transport from end-to-
end across an ATM network,”
reports Walters.

FRID
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The frame relay emulation may
take place in the ATM network
itself, or in the customer premises
equipment at either end of the
connecton.

Walters continues, “The second
scenano is to support frame relay at
one end of the connection and
ATM at the other end."” This may
be attractive w users
who want to aggre-
gate lower speed data
over the network into
one higher speed
ATM interface 0 a
mainframe or cen-
tralized server. Com-

_Emsfyou&aw

ATM, the interface into
the nerwork will contimuee

34089752210 = 0s

ATM. Continental Insurance, based
in New York, moved from a leased
line-based bridged network onto a
public frame relay service. Walter
Parezo, Continental's Network Pro-
ject Manager says, “We've been

-watching ATM develop. We fully

expect to be able o plug our frame
relay capabilities into the ATM
switch transparenty.
In fact, many ATM
switches already sup-
port frame reiay as an
nterface.”

Roy F. Weston, an
environmental engi-
neering firm in West

monly known as “ser- to be frame relay.” Chester, Pa.. sees that
vice interworking,” " computer-based train-
this scenaro requires —KenMiller ing gnd document

Prism Networks jmaging applications

that a protocol con-
version function take
place between frame relay and
ATM.

In early 1994, The Frame Relay
Forum in cooperation with the
ATM Forum, released the “Frame
Relay/ATM Network Interwork-
ing Implementation Agreement” for
final approval. Both groups endorse
the Agrecment as the industry-
accepted specification for frame
relay-to-ATM network interwork-
ing. The Agreement is expected to
be widely implemented by both
frame relay and ATM equipment
vendors and service providers.

Joint work is ailso underway by
The Frame Relay Forum and the
ATM Forum on the second inter-
working scenario, service interoper-
abilitv, supporting frame relay-to-
ATM protocol conversion.

Frame Reley User Conlidence

Current frame relay users are
confident that frame relay satisfies
today's needs and offers a migration
path to future networks. “We don't
even expect to see the migration to
ATM—that's how seamiess it
should be,” says Kevin Hendrick-
son, Manager of Technology Ser-
vices for The Parsons Cax-ponnon.
Hendrickson doesn't anticipate that
ATM will replace frame relay
entirely, “We expect to continue to
support a mix of WAN technologies
based on application needs.”

Other users already plan to use
frame relav as an access mterface to

may require ATM.
“Sometime in the next two-to-
three years, we will implement
ATM in our headquarters as a
metropolitan area network,” says
Robert Lewis, Weston's Technical
Manager of Networks. “Frame
relay will continue to offer us
access into a carrier-based ATM
wide area backbone.”

Modmg Office Needs

For users that are just now
upgrading to 56 Kbps or fractional
T1 lines from 9.6 Kbps. T3 (and
even T1) access requirements are a
long wayv off. “I don't need DS3 to
an office with 10 people,” states
George Photakis, Director of Cor-
porate Telecommunications for
Legent Corporation, a mainframe
software development company.
“At that office, even T1 may still be
too much,” At these lower speeds,
frame relay will be more efficient
and cost-efiective.

Frame relay is available todav,
broadly implemented in hardware
and service offerings, and cost-
effectively meeting existing user
and applications needs. Industry
efforts 1o make sure that frame
relay and ATM interoperate have
already achieved important suc-
cesses, Frame relay will contnue
to be available in the future,
working in concert with ATM
and other technologies to support
wide area networking needs well
into the 21st century.

SPECIAL ADVERTISING REPORT
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New! On-Line

n order to make it easy for
end users to inveshgate frame
relay, the Frame Relay
Forum has developed on-line
information services to pro-
vide end users with information
about frame relay and
its applications. The
on-line services are co-
sponsored by Commu-
nicationsWeek and
Data Communications.
The on-line services
consist of two parts:
the Frame Relay Info-
Exchange®™. an elec-
tronic bulletin board: and Frame
Relay Facts-by-Fax*™, a fax-on-
demand service. Both services are
available with NO usage or con-
nect-time charges,

FR luloExchange

Ingpired by the growing use of
on-line services and the Internet to
access a wealth of information, the
Frame Relay InfoExchange has
two parts: a library of various infor-
mation that users can copy, and an
mteractive message section, The
Ebrary contamns electronic copies of
documents such as the following:

* An overview of frame relay.

* Bibliography of recent articles
regarding frame relay, with com-
plete text of selected articles.

* Copies of Frame Relay Forum
Newsletters,

* Directory of standards related
to frame relay, including proposals
m the draft stage and full copies of
selected standards.

¢ Directory of Frame Relay
Forum member companies, with
contact information.

* Information on Frame Relay
Forum activities.

SPECIAL ADVERTISING REPORT
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Users can get free information by stmply

The message section of the
InfoExchange offers perhaps the
greatest potental benefit for users.
It enables direct interaction among
frame relay users and prospective
users, sharing the information
gained from actual
implementations about
frame relay in greater
detail than could ever
be covered in a pub-
lished article. The
InfoExchange allows
users 1o ask questions,
receive answers, post
useful information,
and browse through messages post-
ed by other users. For example, a
user considering frame relay might
want to know how a particular
application behaves when connect-
ed with frame relay instead of mul-
tipoint leased lines. By posting a
message, the user can
determine if any other
Frame Relay InfoEx.
change users have
already implemented
frame relay with that
application. Users con-
sidering frame relay
can capitalize on the
experience of others
regarding how to get the greatest
performance and savings from
frame relay when operating with
specific protocols, vendor equip-
ment, and carner services.

How lo Get Oa-Line

In effect, the InfoExchange
becomes a frame relay users group,
without the need for travel to on-
site meetings,

The Frame Relay InfoExchange
is operated in cooperation with
CompuServe, which has agreed to

ustng a PC or a fax.

provide the facilities, maintenance.
and access for the InfoExchange
free of any connect-time charges.
Users who already have a Com-
puServe account can access the
InfoExchange by typing GO

Users who do not already
have a CompuServe account. or
Internet users who wish to access
the InfoExchange via the Internet,
can obtain information on how to
connect to the InfoExchange by con-
tacting The .Frame Relay Forum
using the fax, Internet, or telephone
number listed on the last page of this
report, and include your name, com-
pany, mailing address, telephone,
and fax number.

Frame Relay Fnrh—ln-pu

The other element of the
Forum's on-line services is Facts-
by-Fax™. The documents available
from Faocts-by-Fax
mchude a subset of the
materials in the library
portion of the InfoEx-
change. This is an
expansion of the ser-
vice which the Forum
has had since 1962,
To access this service,
a user dials Facts-by-
Fax from the telephone handset of
a fax machine. The user will hear
instructions and can respond with
touch-tone entries w0 request a list-
ing of available documents or to
request one or more specific docu-
ments. Facts.by-Fax will then auto-
matically fax the requested informa-
tion immediately to the user's fax
machine. There is no charge for
Facts-by-Fax. The Frame Relay
Facts-by-Fax service may be
reached by dialing (415) 688-4317
from any fax machine.

FR1
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T he Frome Relay Forum i o non-profit organization dedicated to promoting the aceptance ond implementution of frome relay
bused on notional ond internationol stondards. Estoblished in 1991, the Forum hos more than 100 member componies in
North Amerito, Europe, Austrolio ond New Zealand. I oddition, another 120 companies ore members of the Jopan Frome

Relay Farum, on indegendent organization estoblished ond operated in cooperstion with The Frome Reloy Forum,
The Forum works to emure frome reloy interoperability by developing ond opproving Implementotion Agreements which defne how

national ond intemutional stondards wall be applied for common support of the frome relay protocol, The Forum olso furtbers the growth

B

-
21

of the worldwide market for frome reloy by prometing on ondesstanding of frome rebay’s benefits, apglicofions, and user experiences.

Mate information on The Frame Reloy Farum moy be obigined vio the Frome Reloy Fouts-by-Fax service or the on-line Frome Reloy

Infobxchonge [see Page 11 for details), or by contarting the Forum of the oddresses below:

North American Office

The Frame Reloy Forum

303 Vintage Park Drive

Foster City, CA 94404-1138

UISA

Telephone: +415.578.69580

Fax: +415.525.0182

Internet 11: FREF@INTEROPCOM

Australion Office

The Frame Relay Forum

c/o Interlink Communications
Unit #4

14 Aquatie Drive

FFronehs Forest, NSW 2086
AUSTRALIA

Telephone: +61.2.975.2577
Fax: +61.2.452.5397

European Office

The Frame Relay Forum

/o OST, BI* 158

71 Sud Est rue du has Village
35510 Cesson Sevigne cedex,
FRANCIL

I'elephone: +33.99.51.76.55
Fax: +33.9941.71.75

Japan Office

The Frame Relay Forum

/o ‘The Foundation for Promotion
of Telecommunications Studies
Nisso«DBuilding SI°

1-11-10

Azabudai Minato-ku, Tokyve 106
JAPAN

Telephone: +81.3.3583.5811

Fax: +81.3.3583.5813
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Frame

More mature

relay

Services ease

gTOWS
up

By CHRIS FINN and
CHRIS HECKART

After u turbuient two-year roller coaster ride, frame relay ser-
vices have finally begun to smooth out. With mare mature switching
platforms in place 3nd acouple years of experience under their belts,
carriers have overcome earty problems with physical network infra-
Lructure, congestion management and support services.

Based on this progress. i is now easier for network managers (o
select basic frame relay transport services. Skeptical at first, net
managers are 102y 1inding frame relay 15 the best or only option for
local-area networ s interconnection and data network consolidation

“The service works s advertised,'" says Thomas Martin, man-
ager of communtcations and operations of Lithonia Lightingin Con-
yers, Ga. "It qune sumply tulfills my business needs."

Instead of lucusing on whether trame relay can do the job, net
managers can fec! conlident in installing it now while they concocta
migration stratesy 1o higher speed services such Asynchronous
Transier Mode (ATM). To make their frame relay selections, net
managers must wade througha confusing pricing structure and a set
of feature-rich se7ice optionscarriers are now rolling out.

While carriers mave been more forthcoming aboul quoting prices
than just @ year 2zo. it 15 still very difficult 1o make an apples-to-
apples compansan Each carner has put its own twist on trame relay
pricing, charging duterently for access circuits and permanent vir-
tual circunts (PVC! that mimic operation of a leased line. Carriers
also offer a mix ¢! committed information rates (CIR) — a form of
pertormance guarantee — onafixed or usige basis.

Other major 135108 o consider in evaluating frame relay include
smergence of suca options as switched virtual circuits (3VC) that

selection process.

mimic operation of a dial-up line, new torms of frame relay access
disaster recovery and stronger network management options

Other important considerationsanclude the carnier's willingness
to provide customer premises equipment under a mix of financial
terms and its expertise in accommodating particular network appli-
cations such as IBM System Network Architecture networking (see
story, page 15].

There are essentially two broad types of service offerings: a
premium service that is national and global in scope ana one
that has more of alocal/regional flair.

Interexchange carriers otfer premium services that provide con-
nectivity throughout North America and lo most global business
centers. They also include a plethora of different configuration and
support options, such as turnkey outsourcing in which the carrier
runs the entire frame relay network for thal customer, and a wide
range of speeds.

All seven of the regional Bell holding companies and a
handful of regional carriers such as EMI Communications
Corp. and PacNet, Inc. now offer some level of frame relay service
These services are generally simpler in scope than interexchange
offerings, providing fewer speeds and options.

However, net managers can mixand match service providers in 8
single logical network as long as the carriers have implemented the
frame I.'Eli? network-to-network intertace
(NNII, & standard for interconnecting sepa-
rate f-sme relay networks. Ameritech, Pac-
Net, NYNEX Corp. and US West Communicauons, inc. currently
support the NNI. AT&T, Southwestern Bell Corp., Sprint Corp. and
WilTel will support NNI this vear,

As u rule of thumb, three locations within a metropolitan arca
makes a company 3 candidate for local frame relay, Otherwise, an
interexchange service is better [see story, page 35).

FRAME RELAY:THE PATHTO ATM?

Both forms of frame relay service offer much the same scalabil-
ity, flexibility, simplified network management, consolidated net-
work architectures and cost-effective connectivity that ATM prom-
ises. Yet, many bandwidth hungry customers thar will eventually
migrale to ATM shy away from frame relay for fear of technology
obsolescence.

‘They are missing the boat. ' says Jim Fey, director of strateqic
technology at PMI Mortgage insurance Co. in San Francisco. “This
15 not an eitherlor situation.' he says. Frame relay can be used com:
fortably today because carriers are laying out plans to inferconnect
frame relay into their ATM backbones.

Fey bas been utilizing frame relay for nearly two years, choosing
the technology to improve connectivity, reduce cost and improve
performance for the mission-critical data applications running
across the company's enterprise network. He recognizes the need
for a smooth migration path between frame relay and ATM, which
requires carriers 1o support & ransparent protocol conversion that
will enable frame relay traffic entering the carrier network 1o ride
across the public ATM backbone.

All major carriers have painted such a picture of the future. The
carriers say they will provide 2 multiprotocol broadband backbone
with complete service interoperability. Such & backbone will
accomplish two things: It will provide an msurance policy to users
wailing for ATM and ensures imvestment in frame relay wall not be
wasied

Carriers are beginning to describe this backbone as one that con-
sists of 4 cell-relay swiching fabric that utilizes T-3 — and eventually
Synchronous Optical Network — backbone facilities. A mix of inter
face protocols such as frame relsy, ATM or even Switched Multimeg
shit Data Services can be used to access this backbone and conver:

Continued on page 35
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The Sherr List highlights produets Net-
work World recommends vou examing during
the purchagsing processfor frame relay services
The =ervices included in The Short List offer the
I af low price service fumetionalin
eatures ond ~upport — the keveritenn used tor

h.mng a wrvice proviger, Some oifer
.-.M:rn\m. userul features. Thecriterio used for
slection to The Short List reflect the needs o
(Sers with muitivendor enferprise l'rt'h.mr".*.'

Your criteria

may differ based on nerwork
anfiguration and appiteation needs.

WMCI Communications Corp.
HyperStream Frame Relay
MCI's HyperStream Frame Relay service
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The Short List:

Frame relay services

offers all the important service features,
including a hrnu«rﬂ ix of speeds, disaster
recovery and integrated access. MCI
differentiates itself by offering the most inno-
vative pricing options of any frame relay ser-
vice, These pricing options inciude a dis-
fance-sensilive permanent virtval circuil
that can keep costs for connecting nearby
sites down. In addition, the carrier has
impressive geographic coverage with 391
domestic points of presence (POP) and ser-
vice to 12 countries. Network management
options include everything from paper
reports to a fully configured Simple Network
Management Protocol-based management
aystem.

What sets Sprint apart is its pioneering of
usage-hased pricing and a zero committed
information rate (CIR) service. Usage-based
pricing makes it affordable to add low-vol-
ume sites to a frame relay nelwork, while
2ero CIR eliminates the need to pay extra for
guaranteed bandwidth, Sprint also has a
wealth of experience in public data network-
ingand has integrated its X.25. Internet Pro-
tacol and frame relay networks, The carrier
offers service from 330 domestic POPs and
14 foreign countries

mUS West Communications, Inc.
Frame Relay Service

US West Communications has undoubt-
edly been the most ageressive local exchange
carrier (LEC) in the deployment of frame
relay with availability from 75 POPs. Like
the other LECs, US West Communications
has endeavored to keep pricing simple by
taking such sleps as offering a zero CIR. But

excellent service support. The carrier has
also implemented the frame relay net-to-net
interface, which enables it o pass local frame
relay trafficto a long-haul carrier.

WilTel was the first carrier tooffera com
mercially available frame relay service, One
of WilTel's strongest poinis is its fully mature
network, which has enabled the carrier to
offer users the ability to define a maximum
sustained burst rate. WilTel also plans to be
among the first carriersto enable frame relay
to ride over an Asynchronous Transfer Mode
buckbone. The carrier offers a full line of
inlernetworking support services, including
hardware and management. WilPak custom-
ers have several options for traffic man
agement that are facilitated by StrataCom,
Inc.'s Foresight software running on WilTel's
StrataCom IPX swilching platforms.



Making SNA a snap

Thanks to advancements in router tech-
nology, carriers have been able fo make some
headway in their attempts to position frame
relay as an aftractive alternative to leased
lines for carrying delay-sensitive [BM Sys-
tems Network Architecture traffic.

Router vendors such as Cisco Systems,
Inc,, CrossCom Corp. and Wellfleet Com-
munications, Inc, have added SNA support
options to their equipment. This enables
AT&T. MCI Communications Corp., Sprint
Carp, WilTel and other carriersto ship SNA
traffic coming from those routers alongside
the more bursty, delay-olerant local-area
network traffic that frame relay was origi-
nall engaedln handle.

E—'.I SNA traffic ready for ship-
relay networks using at
[eul aneo! lhmtechmqun.

One method is to suppont source route
bridging (SRB). In this scenario, routers con-
vert Synchronous Data Link Control packets
into Logical Link Coatrol 2 (LLC2] packets.
This approach is well suited for linking
token-ring environments into a frame relay
network. Converting SDLC to LLC2 also
preserves traditional SNA network manage-
ment by enabling [BM's NetView to view
diagnostic data.

While suitable for small networks,
SDLC-o-LLC2 conversion becomes less
than ideal in large, high-volume networks
because of the SNA ruillng averhead —
caused by the abulity of LLCZ lo carry host-
to-terminal polls — that must traverse the
wide-area network. Another drawback
comes in the area of network recovery and
overcl distance limiiations.

1t takes quite sometime for SRB fo recover
from link failures because each SRB device
must undertake the entire network discov-

ery process again by sending out and
mpudmg discovery packets. Likewise,
IBM’s recommendation that there be no
more than seven SRB nodes between send-
ing and receiving workstations limits how
far an LLC2 can be sent through a
frame relay network.

For melding larger SNA nets into frame
relay, the second option in which routers
pertorm SDLC tunneiing becomes viable. in
this environment, SDLC is encapsulated

Continued from page 33

ston routines wiil enable tratic from a site
using one interface prowcol to communicate
with a site using another. For instance. one site
will send frame relay to the carrier for delivery
as ATM tratfic to anothier site.

This interoperability will ullow carriers o
provide conmectivity 1 locations requiring
anywhere from b4k to 43M bitisec overasingle
network with a single management system
The ability of carniers 1o deliver on this prom:
1s¢ ts & mater of timing. Each carner wili
achieve this goal with different network plat-
forms different service pachages and leatures
and via adifferent service strategy.

Sprint already offers connectivity acrussils
Interner Protocol. frame relay and X.25 net-
works. A single nstwork plattorm supports
multiple interfaces and galeway devives (o pro-
vide the protocol transiation. ATM integration
1s planned by 1994,

AT&T has lawd out s symilar strategy. Wil Tel
18 deploying an integrated broadband nework

?r?hmlpﬁnwﬁ . being
& router prior to bei
forwarded onto the frame reiay net. While
to network failures is not as trou-
blesome as in the SRB environment, net-
work management functionality is lost
because SDLC packets encapsulated in
TCP/P cannot be seen by Net View.

Other SNA characteristics, such as prior-
ity levels and service classes, are also
ignored in the encapsuiation scenario. Traf-
fic in this environment is also increased
bel:luu SNA polls wrapped in TCP/IP are

frame relay net.
SI routers that offer 2 combi-
Bmdmpuhthnmlrpm-
ummemm this approach,
SDLC isfirst converted to LLCZ, then encap-
sulated into TCP/IP.

IBM's Peer-to-Peer N

{APPN) architecture, which provides stan-
dard class of service and priontization for
SNA applications in native form. However,
while APPN may be the way of the future for
many true-Blue networks, it also may
reqraics bt hased VTN o= 4 Eont.end —o3-
cessor-resident Network Control Program

upgrades.

""We had to make a decision," says Steve
Engel, network engineer at Minnesola
Mutual Life Insurance Co. in 5t. Paul. Minn.

“'I could support hoth LAN and SNA traific
together or continue to npeme my |9.6K
bitlsec| multidrop network for about the
same monthly cost. [t turned out to be totally
painless.”

Minnesota Mutual chose AT&T's Inter-
Span frame relay service and has over 20
locations on the network.

C. Heckart

withi its High-Speed LAN Service already sup-
parting ATM at 1.536M bit/sec.

PRICING

While the carriers seem to be in agreement
that they will fold frame relay into an inle-
grated backbone, there 1 a very striking con-
trast in how they price ther [rame relay ser-
vices. And now thal frame relay services are
operating mare smoothly, an evaluation of car-
rier pricing strategies becomes paramount in
the selection process.

Frame relay prices are generally based on
the provision of the following compunents: an
uccess line that may also be used to provide a
link 1o other carrier services, a port connection
tee for hooking into the serving carrier s frame
relay switch and PVC charges that are based on
CIR — or guaranteed mipimum speed

To throw a monkey wrench into what
dppears to be a somewhat understandable
pricing plan: Some carriers cover the cost ol a
angle PYC or mubiple PNCs in the port con-

[ 7 B

nection charge, while others impose an addi-
tional fee tor each PYC on top of the port con
nection price, PYCs are used to establish a pre-
defined path that traffic from one site un the
network must take lo anot her site,

Simular to how virtual circusts work in the
X.25 world, a single frame relay accesslinecan
support multiple PYCs. The carner switch
examines incoming traffic W learn the FVC
number and thus ascertain which predefined
path must be taken to reach the destination

To make matters worse, there 13 most
always a charge for CIR on each PVC.

Some carriers also offer a hierarchy of extra
cost options such as assistance with network
configuration, equipment packages and out-
sourcing,

Some carriers, such as CompuServe, inc.
and BT North America, Inc , bundle the cust ol
the local exchange carrier lines needed to
access their frame relay switches into the port
connection fee. Other carriers, such as AT&T
MCI Communications Corp., Sprint and Wil-
Tel pass along the locul uccess churges they
incur o order to link the customer to their
nearest point of presence (POP).

The difference isthat the carriers who bun-
dle local carner access charges nto the punt
connection fee usually charge more fora frame
relay network connection, but that price s nol
mileage sensitive. Other carriers price access
lines according o mileage, which opens the
door for having access al one site cost more
than access at another site.

Many carniers that charge separately for
aceess are starting 10 olfer volume discounts
MCI, for example, has its Access Pricing Plan
which trims access line costs in exchange for
anagrezment to have access at a specified num-:
ber of sites over anagreed- Il:uln length of trme.

Another option ifered by the likes of
ATET MClaadSoeintizintegrated T' ] acoeay
which allows net managers fo make use of cur-
rently installed T 15 for frame relay, Integrated
access allows esch of the 24 channels on a T-1
to be assigned to services individually

Carriers that offer a wide array of voice and
data services are more likely than others
offer integrated T-1 access, and there 15 really
no difference in how it works (see graphic,

ge 38).

Other carriers, such as BT and Compu-
Serve. can provide integrated access w0 their
frame relay, value-added network and other
data services. WilTel can provide integrated T
1 access 1o its frame relay, private-line and
voice services, although its volce services are
more limited than those of other carriers

Integrating voice, private-line and frame
relay over the same local access facilities can
save money, However, these savings should be
balanced with concerns for single points of
network failure. For some network sites or
applications, the use of separate voice and data
network access can provide an sdded measure
of redundancy,

Virtually all carriers have a fixed charze tor
aport connection. Thiscomponent is otten the
single most costly element. Port charges vary
by speed and are viten based un CIR. Interex-
change carrierstypically offer a whole range of
speeds. from 56K bit/sec up o T+1. In order to
keep their services a bit more simple, REHCs
offer a far more limited set of speeds, Ly pically
just 36K bit/sec. 384K bitisec and T-1

Access and port conpection fees are 1irly
straightiorward, but PVC and CIR pricing 1
not. Generally, RBHCs include a sel amount of
PYCs in their port connection fee, which par-
tially accounts for the price range for RBHC

Continued on page 38

Choosing
between local
and long-haul

With frame relay switches popping up
in central offices across the country and
around the globe, network managers are
finding it a tad difficult to decide when to
use one type of carrier over another. But
there are some general ruies that can help
make that selection easier.

Onthe local or regional level, users have
the option of choosing a local exchange car-
rier or small, regional carrier. The most
basic advantage here is thal these carriers
offer more dense coverage within the geo-
graphic area they serve than national carri-
ersdo so pricesare lower, and the networks

offer more redundancy.

1onal carriers such as PaoNet, Inc.
and Communications Corp. have
stated that their goal is to have at least one
frame relay switch per local access and
transport area in their respective regions.
These carriers can use the network-to-net-
work interface (NNI) to provide a link to
national carriers' frame relsy networks,

Regional Bell holding companies pro-
vide an alternative for frame relay among
LATA sites. These local carners also plan to
use NNI to tap long-haul carriers tor inter-
LATA frame relay traffic.

Asarule of thumb, companies thal have
the bulk of their siles concentrated within
one LATA will be better off using a local
carrier's public frame relay service and
employing lagsed lines fo the few sites out-
side the local area, says joseph Zell, direc
tor of service development at US West
Communications, Inc.

Zell says companies with one or lwo
sites in @ number of cities will be better off
using a national public frame relay service.
Companies with a number of offices con-
centrated ina few key cities aswell as single
sites scattered across the country have
anather option. These companies can use
local public frame relay service inthe cu:es
with multiple sites and an NNI gat
national provider that can reach the m

On the other side of the coin, national
service providers have made their net-
works more global. AT&T now serves 17
countries, while Sprint Corp. and BT
North America, Inc. offer frame relay ser-
vice o 14 countries each.

Currently, most international frame
relay connections are extensions of U §.
networks. One point to note is that many
users have expenenced mixed results with
transcontinental frame relay links

“There is a certain amount of | propaga-
tion inherent to a 6,000-mile connec-
tion, which mitigates performance,” says
Ray Kang, senior manager of data services
at MCI Communications Corp.

Of course, the ability to provide global
support will be an issue when choosing a
global service. Carriers with
n the value-added network (VAN) arena,
suchnComM:: Inc., looktolm::ge
their rience in tradi
wmﬁmmmwhﬁumﬂumu
national frame relay locations.

C. Finnand C. Heckart
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Integrated access option appreciate consistency in screen delays and

AauIpment

Inteqrated access e~3dies Users o cut acoess ine couts by groomeng different forms of trafic

nio channe! groucs =n & T-1 circuit 1o central office where the

apgropriate sanvics o atiorm

ontinued from page 35
i charges. Inter: xonange carners charge a
Al purteonnectior s and add o «mall charge

reach PVC that == that port
Another disting: = is thal carriers charee
i the CIR erder=2 on PVCe CIR can be

asely defined ¢ e amount of handwidth
aranteed tn be wzilable under noncatas-

phic network op2+aring conditions

The frame relav =andard specifies that any
aa went ot a rare exceding CIR e 1o be
nrked discard ci-zible. When network cir-
sits supporting mitple PYCs beeame con-
ested, all trathic =—arked discard eligible is
Aromen away inoerder s maintain the CIR oan

wh PVE
Mod carrrers  er CIR for a fixed per-
nonth price. In ot=<r words, users can pump

much data as the o oan serosea PYVC for one
e o simifariiy © srivatedine pricing. Only

ACH and Sprint - —-¢r 8 ussge-based CIR,
hieh com be attrssove for sitesthat don | have
oy beaffee to e e aned e Oi R

CTR s odivred ' —any dotleremt increments
meing from zern o <=e full speed of the aceess
ot which war o spsoutat T1 And net

ranigers aresagee - =e conbronted by contha-
a1 views {eom carr=r= gbout it and when they
ved o alincate €12 o0 aparticular FVC

Currently oniy  ared by MCL Sprint and
IS Weet zem CTR 202 not promise any partic
lar suslained {ramemission rale. and, there-
e, daes not nec=- srily afford the user with
ny consistent les=. f network performance
aformation trans= *ed across 8 PVC with a
ero CTR e the fire o be discarded in times of
hanrmal netwnr« 2 =ngestion

Nearly all carre=r= are now otfering incre-
nentsl CIR. Forie ~snce. BT olfers CIRIn 16K
wiiser increments  Thismeans net monagers
anassign bandwecon i6 PVCsin blocks of 16K
Hiare up i the fu.. oart speed. Other carriers
uch as Compuser== offer CIR in 4K bit/sec
neremems

Net managers = =ting CIR at anvthing less
han full port spee: ==ould know that most car-
iwrs allow PVC: +  zand bursis of data that
reeed CIR as lorz 25 the bandwidth is avail-
hle

The duration o: =ursting s largely o func.
inn ol network o z2«hion. Some carriers set 8
pecific thme limie = bursts in order to make
ure handwidth = +-stlable for sther custom-
re. Other carricrs <o they will allow usersto
et for any amot =2 of time until the network
tarks gelting congs <4 and tratfrc marhed dis-
ard eligible start= ;= 1ng lossed,

The hursting = wance shows that each
irrier has its own mterpretation and imple
aentation of C1E +=3¢ 15 based on the frame
vlay switching £ =‘orm i uses and ils nel-
arking philneae= . This means veers do nol
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necessartly need lo purchase the same amount
of CIR to achieve similar performance on dif-
ferunt carrier netwnrks.

In the past, most carriers used a StrataCom
IPX:hased switching platform that did not
allow bursting above CIR for anything longer
than a few milliseconds. This forced customers
inta buying some amount of CIR for all connec-
hrns

In early frame relay networks, Sprint s
TP900 — which is now called the TPX 1100
ind is @ joint effort of Alcatel Data Networks
and Sprint - allowed for extended continuous
rursting above CIR. Sprint leveraged this
advantage by pioneering the use of a zero CIR
PYC

Coupling zero CIR with Sprint's usage-
rased option may provide a less expensive
Vternative to buying CIR for ail network links.

The uzage-based vption is wleal for compa:
mes with field offices which have sporadic
usage patterns,” says John Lee, manager of
IRETMEIONn iechiimogy at Flwoii v sy
teme of Landover, Md. Availability of zero CIR
and usage-based pricing was a hig factor in
1w e selection of Sprint

Hecently, StrataCom introduced its Fore-
=izht software, which allows carriers using the
IPX to support the same type of extended burst
capability as Sprint. Foresight enables the IFX
1 use a unique, closed-loop congestion man-
agement system. Of course, Foresight is only a
tool and each carrier using the software can
choose how it will offer the new feature 1o their
end users. Since Foresight is really a conges-
tion management solution, users should ask
carriers 1o provide an in-depth description of
hath their sustained burst options and their
irproach to congestion management.

Carriers that use other switching platforms
1o have different performance characteris-
t1cs and management schemes, The end result
s that CIR, while meaningful, is not goingto be
i ahsolute measure of performance,

Another option some carriers provide is an
cversubscription allowance. Oversubseription
enables users to assign full port speed fo each
FVC terminating into a single port, This
enablesone PVC o operate at full CIR whenall
others are idle. When more than one PVC is
ransmitting, they contend for bandwidth,

Network managers may wanl o consider
the possible impact of sustained bursts on
irplicativms, which are sensitive fo variations
in network performance, and on the expecta-
ronsof network users

Some applications and protocols perform
bestinan environment where network delay is
predictable. For example, in an order entry
snvironment, order lakers develop a rhythm
tor filling in information on terminal scréens —
tymeally traditional SNA terminais — and will

updates.

It matters less that a few seconds are saved
in transmission and more that the rhythm is
maintained for such an application. A sus-
tained burst capability may actually reduce
overall user productivity because the order
taker can get distracted by screen updates that
are ton quick or may need to call hack screens
that disappeared too quickly. In this case. it
may be optimal that the frame relay PVC emu-
late a dedicated connection and not allow sus.
tained bursts.

Other applications and protocols may not
have a sophisticated recovery system that can
detect when frames that exceed CIR have heen
discarded. Without the ability to detect and
regenerate these missing frames, it may be bet-
ter fo proactively avnid the event by ensuring
that transmission speed on PYCs supporting
such applications and protocols never goes
beyond CIR.

Additional forms of pricing net managers
can expect 1o encounter include:

= SVCs. Now that the frame relay forum has

released specifications for an SVC. net

managers can expect frame relav switch
vendors to start implementing that capabil-
ity in their hardware. Once the hardware
implementation is done, which should take
abaut a year, carriers can start rolling vul

SVC services.

» Asymmeirical PVCs. Offered by Wil

Tel, MCI and ATKT, this form of pricing

offers a more flexible way lo handle varying

network requirements.  Asymmetnical

PVCs enable users to assign different CIR

speeds on a PVC hased on the direction of

traffic. For instance, small frames of data
requesting information from a remote
server can be transmitted al low speed. The

Server can inen transmit ing large James ol

data needed o satisfy those requests at a

higher speed.

BEGINNING AT THE END

Aside from cost, a critical area that should
be considered when selecting PYC and CIR
speeds is the expectations of end users. SNA
managers have long been proactive in engi-
neering the network so that performance over
time, even as more and more usersare hrought
onto the net, 15 consistent.

Take, for example, a network manager that

Frame relay switching platform used

deploys frame reiay to support several remote
work groups consisting of an engineering and
development team, several remote sales offices
and a remole dala processing sife,

Because the number of users in the initial
network configuration is relatively low al each
site — only those work groups connected fo
LANsand screaming the loudest for connectiv-
ily — a conservative CIR is provided. A rels-
tively low initial network utilization enables
users to consistently enjoy transmissions
above CIR. All the users get accustomed to very
rapid file transfer time and quick network
TESPOnSE.

The net manager is happy because the net
work is performing better than what was set
out in the contract. The end users are happy
because the network is delivering outstanding
performance. However, the network manager
hegins to provide connectivity to more and
more user gmups and applications Even
though those groups and applications are
added in a cost-effective and rasr manner, the
original network users are no longer happy
because they perceive network performance i«
starting to drag

More users means more contention for net-
work capacity. More PVCs are active simulta-
neously, meaning that less and less excess port
capacity is awailable for allocation 1 PVC
hursts. The network may still be consistently
delivering a transfer rate slightly in excess of
the CIR that was purchased, but the actual per-
formance from the end user's perspective has
decreased over fime.

These ortginal users are no longer satisfied
with the network s performance because their
cxpectations have been set by past perfor.
mance and those expectations are no longer
being met. The network manager begins
receiving complaints. End users are demand-
ing 10 kavw Wity the nerwork is no losiger pro
viding the level of performance and response
to which they have grown accustomed. The
manager is no longer happy because either
mare CIR must be purchased or a service that
is now considered unsatisfactory must be
maintained,

Therefore, the proactive management of
these end-user expectations should be consid-
ered. Depending on the planned growth. the
user applicalions and the expected network
performance. it may once again be more appro-
priate to provide consistent network perfor-

rarrier ¥ Model iy - L
Ameritech ATRT Broadband Networking
| Switch-2000
ATAT StrataComn, Ine, IPX
Ball Atlantic Corp, Siermans Strombarg-Carison | EWSM RS
| Cascade Communications Corp. | STDX 6000
| BeltSouth © Tl arar ' . _b=8
Telacommunications, inc. Cascage Communications ,
BT North Amenca, Inc. StrataCom IPX
| Cabie & Wirsleas Nia Northem Telecom, inc. DPN 100 series
Communications,
| CompuServe. Inc. StrataCom IPX
EMI Communications Com. StrataCom 1P
MCI Commurnications Corp. Siemeny Stromberg-Garison EWSM = _|
Waiitieat Comr Corp. | Backbone Node S h
NYNEX Corp. Narthern Telecom v
Pagcific Bell Newbndge Networks, inc. 3612 Main Strest
PacNet. Inc. Cascade Commumcanons STDX 6000-8 STDX 9000
Southwestern Bedl Corp. Morthern Telecom DMS-100
Sprint Corp. Acatal Data Networks/Sprint TPX 1100
LIS West Communications, Inc. | ATAT Broadband Networking
| | Switch-2000 and Datakit
| Cascade Communications STDX 3000/6000
| WilTel StrataCom PX
* Model not provided
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Coyne Gibson. telecom manager at Cunvex

Computer Corp. of Richardson, Texas. says

ne of the single overriding objectives in his
aetwork design is 10 ensure thal any user
asccessing the network from any location
worldwide 41 any time of (he day or mght will
cxperience a constant look and leel o the sys
tem and the network performance.

Il prearctable and consistent netwurk per
lormante 15 8 ¢ntical factor, then managers
may wani 10 consider @ frame relay network
design thar optimizes around this objective

WilTel 1or example. allows users to set the

ustained turst rate of euch PYC af any level

between the PVC's CIR and the pont connec
tion speca. This allows each PYC ta be opti-
mally desiened o support the end vsers and
apphications that will utilize it, if the sustained
burst rate — called the maximum sustained
Iransmission rate — s set equal o the CIR,
then the PVC will function like a dedicated
connection while still mamtaining its ability
1o gutomatically route around network fail-
ures

NEWACCESS OPTIONS

T'o go dlong with design alternatives. carri-
ers are rolling out new access options. As late
asayear 420, customers used adedicated T- 1 or
56K bat/=ec line lo reach an interexchange car-
Ner service

As Gnvune ruaning an enlerprise nelwork
knows, dedicated connections have limita-
tons, particularly when o 15 hevoming
Increasingly unportanl o suppott network
access lor mobile and remote workers as well
s sites with low usage

Maost carriers are planming o offer high
speed dial-up access 1o frame relay, but cur
rently only AT&T and Sprint support analog
dialup access. Sprint also offers access to
trame relay viadial-up circuils that support the
Internet Protocol at up to 14.4K bit/sec.

The rest of the carriers are still imvolved in
pilot programs and have yet to roll out dial-up
service. Bul net managers can expect 10 see a
vanety of dial-up oplions emerging over the
next year or two. Those options include dial-up
X.25 access to frame relay, as well as access via
asynchronous links, Integrated Services Digi-
tal Netwurk circuits and dial-up facilities that
support the Point-to-Point Protocol.

Another new form of access will provide
disaster recovery options. While a public
frame relay network provides excellent redun-
dancy, the customer s dedicated access line
still represents a single point of failure. Carni-
crs are now helpmg their customers figure uut
and install backup access arrangements.

The basic issue 15 that any backup circut
must terminate to the same port on the frame
relay swilch in order for network tratfic to
reach users at the affected site, and vice versa.
The reason tor this is that the frame relay 1nter-
lace un routers at the customer site only read
the wide-area portion — the Data Link Control
Identifier — of the frame relay sddress. which
denotes a particular port

1t is possible o provide alternate routing
through the use of dual aceess lines connected
toa single router. 1 lwo local loops are used at
one location to provide local access redun-
dancy, then three slternative architectures are
possible

First, each loop can lérminaie into a sepa-

rite port connection and each port can have 15
own set ot PVCs.

In this tirst architecture, each remote sie
has two PVCsback tothe central site. However,
each PVC has only half the CIR it would other-
wise require and the port speeds al the central
site — where two access circunts and two ports
are being used for redundancy — are only half
the speed. The router then load balances the
traffic between the PVCs. 1 one access line al
the central site should fail, all cunnectivity to
remote locations is maintained but at half of
the normal speed

Sprint, WilTel and MCI have customers uti
lizing this first architecture with success. Wil-
Tel calls this configuration dual-homing, The
iwo port connections can even be in different
oties or on differem backbone swilches
which provides lurther protection against sin
gle points of failure.

The second ophion entails the use of un A/B
switch placed n front of the port on the frame
relay switch within the carrier s POP. The A'B
switch supports twa local loops, cach termi
nating into the same routerat the customer site
Inthe event of a local loop outage. the user can
dial directly into the A/B switch and munually
activate the backup loop. The router must then

(RN T AR TN O

The last oplion s & vdgaation o the ATH
swilch theme. For insiance nel mansders i
install dutomatic profection switches in front ol
the router and ask the carrier to do the same in
Irwnt of the port on the lrame relay siviten at e
POP. In theory, this solution would provid
feal-time monitoring vl Ihupr My dcena oy
and autumatic swilching to the backun hine In
practce, it wiould also add two adiditicnal ~m
dle points ot tarlure.

There are other disaster recovers
aside trom providing dual dedicated 2
lines. For instance, MCI suppuorts dial up 56k
bitisec access to the A/B switch so that a ded
cated local loop does nol need o be purchased
This can provide significant cost suvings il the
lucation can be adequately bocked up wih =
50K bit/sec connection. Sprint uller
digial accesstoa backupswitch und port in the
Case ol swilch oulage

Another issue of access s the ababity o wd
uiito the [mernel. ATET Sprimt WilTel and
EMI Communcations wll offer tiee cpition of
dindicated access o the Interngt
relay. This istyprcally done by priw tdinga con
nection brom the carnier’ s trame relay nelwork
o4 purt on an Ioternet access |

Continued on page 40
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be configured to transmit all traffic over the

Carriers march to user’s beat

When setting out to acquire aframe relay service, Cadence Design Systems,
Inc. did everything it could to get carriers to provide what it wanted.

“Set defined values and make the carriers measure up to them,’’ advises
Edward Bowden, senior manager of telecommunications at Cadence, aleading
provider of automation software for integrated circuits and accelerated elec-
tronic systems design In San Jose, Calif.

Bowden knows whereof he speaks, having evaluated frame relay carrier ser-
vicas twice during the past three years. Bowden conducted his Initial evaiua-
tion in 1991, when the need became clear for higher speed dial-in capabilities
forelectronic mall and sales order entry. in 1993, he spent three months reeval-
uating frame relay services to ldentify a carrier that could meet his firm's inter-
national networking needs.

Bowden basaed his carrier selection on two key criterla: outsourcing routing
operations and adherence to price targets. He launched his first investigation
Into frame relay services by visiting four prospective carriers several times to
galn an understanding of their data networking strategles. He came out of that
fact-finding mission with a feeling that there were two camps of carriers: those
that were used to seiling circuits and viewed frame relay service as base trans-
mission, and the traditional value-added network carriers that were offering a
more complete package.

““We told everybody that we did not want to buy or maintain our own routers.
and the carriers who were responsive to that remained under consideration,”
Bowden says.

He was equally successful In meeting his cost objective. “We figured [the
cost should be | about 51,000 to $1,200 per site per month, and by the end of
the negotiations, we had achleved that figure,”’ Bowden said. He reached that
costrange by reviewing all available price quotes and applying themto his com-
pany's situation.

Theendresult was adomestic 20-node CompuServe, Inc. Frame-Net
Internetwork that was implementedinaboutiOweeksandcostabout
two-thirds that of anequivalent private-linenetwork.

When it came time to expand Internationally, ‘"We set the same kind of
benchmarksfor costsavings as we did for the domestic net,'' Bowdensays. But
he went beyond pricing and routing outsourcing when examining carriers’
globai net plans. For instance, Bowden wrestled for three months to evaluate
carriers’ International net management capabilities to his firm’s overseas site
and chose CompuServe to install links to locations in France and Germany.

While he twice gave the nod to CompuServe, Bowden points out that the
cholce of an International provider can be totally unrelated to the domestic
cholce. ''Support issues are far more important forinternational than domestic
sarvice, as is experience in providing an end-to-end service, ' he says.

Interestingly, Bowden found that international frame relay can be easier to
administrate than international private lines because it avoids local taxation
issues. Basically, this means U.S. companies that order a frame relay circuit in
aforelgn country do not have to pay iocal taxes on those circuits.

C. Finn
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ribware and software
iriers have also installed SNMP-hased
inagement intermally and can offer out
urced SNMP-based management of cus
lumer premises equipment. such as data ser-
ice unitsfchannel service units (DSUICSL)
ind routers
AT&T will provide customers with Cisco
svitems, Inc. routersand Verilink Corp. CSUs,
ind manage that equipment as part of its
“vtended Connectivity Option. WilTel like
¢ provides and manages 3Com Corp
co or Wellfleet Communications, Inc. rout:
re s part of its LAN internetworking service,
<hile Sprint offers SNMP-hased management
{ ADC Kentrox DSUICSUsand either Ciscoor
Wellfleet routers. CompuServe provides man-
red Verilink CSUs
Nel managers preferring to stay away from
SNMPeanstill receive reports of network ulili-
itton and petformance. Several carriers will
ipply these toports on paper or viaaterminal
ached 1o the carrier management system
[iese report<can provide insight info the level
i wtitization of a PVC over a given time perind
well as information that 1s uscful in fine-tun-
ng the netwotrk configuration
Some carriers such as Wil Tel are beginning
i offer net managers the ability to use a termi
nal that taps into the carrier frame relay man-
wement system o order new PVCs or request
onfiguration changes. Realtime nelwirk
recontiguration is probably not far behind,

NEGOTIATING FOR FRAME RELAY
Alter poring over all the ditfering service
ptions, the last thing net manazers have to do
for a frame relay service is negotiate with the
carriers. While earriers are still a little sheep-
th about quoting prices publicly. they have no
problem providing a guote within the confines
fa reqoesy wor prog s, fifice, wsi nenagess
will find the prices quoted in an RFP are oiten
Fetter than the ones stated publicly.
In preparingan RFP, users should make the
irriees pul pricing information inip a com
non format with a detailed summary of per
{ocation charges and PYC charges.
Companies putting up entirely new nel
vorks or moving from dedicated circuits to
{rame relay will probably have difficulty in siz-
ng access ports and PVCe. The firet reason for
thisis that they may not have 2 functioning net-
vork fn use as a baseline, and the second is that
1sers do not get any traffic statistics from pri-
vate-line networks unless they use a protocol
inalvzer oneach cirenit
As a resul, it is not really possible to take a
napshot of the entire enterprise network at
nce. Usersneed 1o ask carriers to provide pric-
ing on a range of scenarios and mvite them to
provide as much analysis of the potential net-
wirk needs as possible, This will nol only help
i the implementation, but it will also give
wid view of the carrier's expertise
Although net managers will be pulting an
ntire network out 1o bad, thiv <hould require
the optinn of installing one or two test Tinks
cfore eommutting to full installation. This 1=
wpecially important (ur thess with no frame
relity expertence. Really, there s no sure way in
“nw how a parficular serviee will suppon
pectfic applications unle<s the net manaecr
tnes alittle experimenting first
A= mentinned, frame relav networks,
unlike dignal private lines fave individual
rerformance Chamcterstios that cin be tuned
owen ter the individual PYC lesel. No lonper
in vou generalize about corriers by plathorm
witch. The switch is now akin to a musical
napument: there are pooid amd bad instru

What frame relay permanent virtual clreuht
commitied Information rate (CIR) options

do/will you usa?

How much of a role did the
following play In justifying your
frama relay Implomentation?

g

File transfor |
Database lookup| ___j 23%
E-mal | +23%
Financial |
sophications |
Imagey

1 34

) 16%

graphic| ..
trangier
Manutacturng | 10%

ke
o 4%  Fixedrate/ N —
10% usage based Ease of instaation
Don't 21.7%

Carrier configuration and
mantenance of squiprment
19.6%
Explicit escalation procedures as

part of camer sefvice

" i 17 1"%
Usage- prcing On-site service as part of warranty
141"
Ability to carry multipie Carrier provision of equpment
protocois over a singie network ....... 32,3% 13.0%
& Tha infermation in this Sraphic
Overall Cost «-caxeeaninni ceiinens 30.6%  iNustrates key findings of &
Focus Data, Inc. reader survey.
Flexitility to add
M s . <ol oo 26.0%, Focus Data, an independent
market research firm in
26.0%
the survey and tabulsted the
W i U0
LAN interconnection Por
on Focus Data services, call
Bandwidth .23.5% (s08) e2e-2888.

ments, hut the true difference depends on who
15 the musician

When putting a nel out for bid, there isno
right configuration and sizing. This is another
reason why it is important to go through a trial
stage before full implementation

Lastly. net managers should make the car-
rier commit b nelwork .mll Service support
perlurmance levels and back them up with ser-
vice rebates. This once strictly European cus-
tom ¢ hecoming more common in the LIS
and carrers are more or less amenable o 1
based on contract see

FRAME RELAY FORTHE MASSES

As is becoming evident, frame relav o the
fiest of manv high-speed internetworkine ser
vives i be ofiered successlully by rareiers

Customers will be able o chonse the corredt
ervice for their needs, and. as (dieteibuled
computing hits the manstream. customers
will be able to plup new sites into the carrier s

high<peed backbone theoneh their o beened
mtertace mechanisms

Further, carriees are making it <xtremely
mexpensive ko make connections from one
enterprise o ansther. Ir!m_ulnt'ur{in_' 1Carner
and ordering a link 1o 2 new trading poartner

FUAPY @y TN AT

withoul having to make any physical change:
1o either network, The carrier simply installs
PVCe between the two virtual networks, and
the customers make the apprope iate changes i
their routing tables. It does reguire that the 1
parties be subscribers to the same network

While frame relay 15 not the cexiest of the
new st packet or cell services, it is providing
exponential leaps in bandwidth for a lot
manstream  companies. Most frame el
users will testily that the service debiviersin
promise of Hexible bandwidth, but carner
have had tn come a long way o ofler an eft
e sery ice

Frame telav 15 a hig step on the road
braclband services and these who chopse *
witht rather than implementing brame relav
may end up that much farther away
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The Top Ten Frame Relay Headaches

Frame relay services have finally gotten bevond the
magazine-article stage and are beginning (o settle down
and provide a functional option for LAN/WAN and other
data communications applications. Now that vendors.
consuitants and corporate users have a base ol experi-
ence. they are realizing what frame relay can do and
what sorts of communication requirements it can realisti-
cally handle.

While this article is about the headaches vou can
expect in a frame relay project. | want to stress at the
outset that frame relay works. [ feel compelled to men-
tion this fact because the service has taken a real bater-
ing in the trade press. This treatment seems (o be the
result of a decided emphasis on the negauve features of
frame relay technology. coupled with a bad case of
“ATM Overhang.”

Things began 1o got rocky when news of some of
frame relay’s seamy technical details began to get
around. When corporate network planners heard that
frame relay networks could actually throw frames away
if the network got congested. the technology seemed to
have the same appeal as a parachute that works most of
the ume.

Of course. the reality was not nearly so bad. While a
frame relay network could lose frames. the overwhelm-
ing majority wind up being delivered. In fact. with most
networks you can actually send more trattic than you
had actually bought capacity for and evervthing still
would get delivered.

Cleariy. the frame relay market is growing. At the end
of 1992, there were about 1.000 public frame relay ports
installed. and by the end of 1993. that number had grown
to more than 5.000 ports (some estimates run as high as
8.000). With vendors responding to bids tor frame reiay
networks that have 1.000 and even 3.000 ports. the total
number of ports is likely to increase 300 to 400 percent
during 1994.

Customers are buyving because they have found frame
relay to be a reliable network alternative. and it has the
potential to save money. Most initial applications were
LAN/WAN-oriented and typically ran over 56-kbps ser-
vices. The next big application that is being recognized
is upgrading existing private line networks with IBM
3270 terminals operating at 9600 bps. So while ATM
might be the darling of the trade show set. frame reiay
can be installed now and can immediately cut cost and
improve service.

The Headaches
However. a trame relay installation is not a walk in the
park. While network managers are not jumping otf
bridges because of their decision to implement frame
relav. just doing a project analvsis may have brought
some close (o the edge.

Some buvers fell into the classic trap of believing that
frame relay works as the vendors say in their brochures.

The reality is that frame relay is a developing market.
Today's headaches may tumn into fond memones six or
12 months from now. but there is no generic frame relay
service available today. What “frame relay” means und
how it works is detined by each carmer.

1. Inconsistent Pricing: If vou are going to be doing
a financial analysis for a frame relay project. get new
batteries for vour calculator. A tframe relay price tvpical-
lv comprises three parts: access line charges. monthly
port charge and permanent virtual circuit (PVC) charges.

The access line and port charges cover the physical
connection to the network. and the PVC charges cover
the logical connections between user devices. Pricing
from the cammers for these elements is all over the lot.
The access line can be rolled into the port charge. or 1t
can be priced separately. PVC pricing can be a major
part of the cost. or. like some of the local frame relay
networks. PVCs can be priced as low as $1 per month.

The pricing confusion is confounded by the variety of
options and special arrangements available. It can be
close to impossible to come up with a real apples-to-
apples comparison of different service options.

Since some deals seem too good to be true. you need
to be concerned about whether the carriers will change
their pricing philosophies if they find they are losing
money on the service. Initially. pricing was a closely
guarded secret. and Tom Nolle did one of the first frame
relay pricing comparisons back in 1992 (see BCR. May
1992. page 31-36: see also BCR. January 1993. pp.
27-31). While things are firming up. it will probably be
another year until pricing policies really gel.

2. Variety of Service Configurations: If the pricing
options for frame relay don't get you. the service config-
urations will. At face value. frame relay seems to be a
fairly simple concept. but once you begin analyzing the
offerings in detail. myriad possibilities emerge.

Different carriers offer different ranges of bit rates
and granularity for PVCs. Most charges are flat rate. but
some carriers offer usage-sensitive pricing. There are
also networks that support asymmetrical PVCs. where
the user can order different bit rates for each direction of
transmission on a PVC. Other networks allow for “over-
subscription.” where a network can be configured with
access links that support bit rates lower than the total
PVC capacity from a location.

These vanations are not just curiosities. they directly
affect the cost of the network. Further. the option that is
most cost effective for a small network may not be the
best choice as the number of stations grows.

3. Shortage of Network Design Tools: While this
problem is not limited to frame relay. there seem to be
almost no design tools that enable a user to predict the
performance a given network configurauon will deliver.
A frame relay network can carry either batch/file trans-
fers or interactive traffic. but the performance measures
vary with the two applications. In a file anster job. the
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BUSINESS COMMUNICATIONS REVIEW

pertormance measure 15 how long it will take to send a
file of x bvtes. In an interactive service. the measure is
response tume.

Let's take a look at an interactive application to get an
idea or what's involved. The transaction tvpically is gen-
erated by a workstation on a LAN. It then must be car-
ned over the LAN to a router. sent over an access con-
nection to the frame relay network. through the network.
out to another router and finally onto the host or applica-
tion server over another LAN, When the server generates
the response. it must make the same trip back.

That transaction shares resources on two LANs. two
routers. two access connections. a frame relay network
and a host. When vou consider that those elements are
also shared with other batch and interactive users whose
transmission activity will vary throughout the day. vou
begin to appreciate the difficulty of the design task. Oh
tor the stability of an old fashioned IBM 3270 network.
where there were a whole range of computerized
response-time estimators that could be used to compute
the performance prior to installation. While this problem
is endemic to the entire LAN/WAN arena. frame relay
introduces some new potential bortlenecks.

m————
It may be vears
before we get around
to designing frame relay’s
steering and brakes

The three headaches discussed above indicate that
vou should expect to encounter difficulties when trving
to figure out some fundamental issues: How much will
frame relay cost and. once the cost is determined. what
level of performance can be delivered.

4. No Standard Service Definitions: While the over-
all performance a user receives from a frame relay net-
work will be affected by a number of variables. the
frame relay-specific- element is often the most difficult
to assess. We are just starting to see standard perfor-
mance measures (e.g.. average network delayv and frame
loss und errors) 1o compare frame relay services. bul
these are not universally emploved.

In ATM. these parameters are culled Quality of
Service and define three major areas: network delay.
transmission error and loss. In this area. the prognosis is
tairiv good. Bellcore and the Frame Relay Forum are
tormulating a series of network management definitions
that will soon enable us to generate a real report curd that
compares the performance guarantees/objectives for the
VUTOUS services.

5, Congestion Control: Probubly the most perpiex-
Ing guesuon about frame reluy is congestion control.
One of the tundumental design concepts of a frame reiay
nerwork is dyvnamic allocation of transmission capacity,
[l there 1s more traffic offered than the nerwork can
CAITY. SOmMeone’s transmissions may be sent off 1o the
great bit bucket in the sky.

Frame relay networks are engineered on the ussump-
tion that not all statons need to transmit at the same
time. so the total capacuty of the trunks within the net-
work is less than the otal capacity of the access lines.
Further. PVC connections through the network are
priced and configured based on a transmission measure
called a Committed Information Rate (CIR). Atter that.
evervone heads off in a different direction.

All networks will allow a user to “burst”—or transmit
information in excess of the CIR: if a user has a CIR of
64 kbps on a PVC and the access link operates at 1.544
Mbps. every time the user transmits. the traffic will be in
excess of the CIR. Therefore. the first question vou need
to answer is: How long can you transmut in excess of the
CIR. and what happens to the excess?

In most networks. excess traffic will be delivered as
long as the capacity i1s available. However. the traffic
sent in excess of the CIR has a higher probability of
being discarded. There is a rudimentary flow-control
mechanism defined for the frame relay access protocol
that uses the Forward/Backward Explicit Congestion
Notification (FECN/BECN) and Discard Eligibility (DE)
bits in the frame relay header. If the network is expen-
encing congestion on a PVC. the network will alert the
sending and receiving stations by setting the BECN and
FECN bits in the headers of frames it delivers.

The transmitter can respond to that notification in one
of three ways: (/.) keep sending and hope for the best.
(2.) slow down the transmission rate, or (3.) keep send-
ing but begin seuting Discard Eligibility bits on trames
the network has permission to discard. That last option is
called “offering up frames for sacrifice.”

The problem 1s that different camers define transmis-
sion bursts differently and take different steps to clear
congestion conditions. Further. few user devices can
even set Discard Eligibility bits.

I chided a product manager from one of the router
companies—since they write software. how come they
can’t set a crummy bit? He responded that they could set
the bit. but they don’t think it’s the router’s responsibility
to make decisions about whose traffic is more important.

Indeed. congestion control goes to the heart of the
tframe relay conundrum. The very nature of the technolo-
gy introduces the possibility of frames being discarded
to clear congestion conditions. but there is no defined set
of rules for how the decision to discard ought to be
made. This is kev. because the decision to discard affects
the performance and suitability of the network.

Until now. congestion control has been more of
potential problem than a significant performance issue.
Most networks are over-engineered to the point that even
if vou can send continuously in excess of the CIR. ull of
the traffic will be delivered. But unless the carmers trans-
form themselves into charities. this deal won't last,

You need to know—ahead ot time—how a change n
vour carrier’s handling of congestion control will attect
network service. Under what conditions would such u
change force yvou 1o reconsider either your choice of car-
rier or frame relay as vour network technology!
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NETWORKING INTELLIGENCE

Of course. the issue of congestion control will have to
be addressed by all of the tast-packet technologies. The
issue comes up with regard to frame relay because it is
the only fasi-packet technology currentiv being imple-
mented to any great degree.

6. Requirement for Switched Network Access:
Currently. the oniy option for frame reiay network
access is a prmvate line. The bit rates vary by camer. and
the range is from 56 kbps to 1.544 Mbps.

The ability to support dial-up access 10 a frame relay
network would be important for at least two applications.
With a dial-up service. low-volume sites would not have
to toot the bill for underutilized private lines. For backup
applications. it would be ideal to have a bank of shared
dial-in pors that could be immediately configured with
all or the PVCs trom a location that failed.

The signaiing standard for frame relay Switched
Virual Circuits (SVCs) is essentially complete. and the
Frame Relay Forum is now working on SVC implemen-
tation agreements. SVCs should begin to be offered
within a vear.

While dial-up access might be provided using an ana-
log connection with modems. HO (384 kbps) and HI1
(1.336 Mbps) would be needed to provide the required
transmission rates through Switched 56 or ISDN (64-
kbps B-channel). This requirement is fairlv well recog-
nized throughout the frame relav community. and ISDN
access o frame relay shouid be available within a vear.
In the interim. dial-backup arrangements for failed
access links can be provided. but they can be costly
and/or inconvenient.

7. Network-to-Network Connectivity: Another soft
spot with frame relay is network-to-network connec-
tions. Today. most frame relay networks invoive only
one local or long distance carmer. but it is obvious that
there will be occasions where data have to be shipped
through a local frame relay 1o a long distance network.
or from a private network 1o a public network.

While the CCITT has developed a network-to-net-
work interface (NNI) standard and the Frame Relay
Forum has produced an implementation agreement. a
numper of thomy 1ssues remain unresolved. Network-to-
network connections exist. but via vendor-specific
impiementations. Further. there are questions about how
the service will be defined if the different networks sup-
port different opiions—e.g.. level of granularity and
asvmmetncal PVCs.

8. Network Diagnostics and Performance Mon-
itoring: Like anv new technology. frame relay was
designed around its engine and wheels. and it will be
veurs betore we get around to designing the steering and
the brakes. Network management 1s and will remain
among frame relayv’s biggest headaches.

While there are protocol anaiyvzers to monitor a frume
refuy intertuce. the path a transaction takes can imvolve
muinple LAN transmissions. routers and host elements,
undg one or more mnps througn the trame rejay network
cioud. Frame reluy adds one more element to the already
complex mux on which pertormance levels depend.

The other major area is line-tuning network pertor-
mance. As noted above. there are lew network design
tools that can be used to predict performance before a
network is implemented. but in fairmess. it would be dif-
ficult to make accurate predictions even if tools were
available. The net result is that necwork managers have
to begin with a “best guess” design and make adjust-
ments as they go.

While carrers provide utilization information. there 1s
a wide range of data available and there are some critical
variables—Ilike how often the information is provided
(e.g.. real time or monthly). how complete and accurate
it is and whether 1t is in a form that assists in making a
design adjustment that has a predictable result. If you
increase the CIR capacity of a PVC, it will increase the
cost of the network. but will it improve response time
from 10 seconds to 2 seconds in the busy hour?

9. Can Frame Relay Ramp up to Scale: The aver-
age size of a frame relay network is around 10 ports. but
the carriers are responding to bids for networks that
involve thousands of ports. While frame relay seems to
be providing more than adequate service for small con-
figuranions. will it support these larger configurations?
Networking jobs become far more complex when vou
add two or three zeros to the number of stations that
have to be supported.

Some carmers limit the number of PVCs on a 56-kbps
access port to 28. and 63 per T1 link. If you are config-
uring a network to connect 1.000 remote sites to a host.
vou would need more than 35 ports to the host. The host
interface might turn out to be far more expensive than
with a traditional pnivate line network.

Also. there is a basic question as to whether all the
stations could be supported given the PVC rates and
access connections that are provided. This question
becomes most critical because many of the large net-
work bids address SNA networks that are being convert-
ed from traditional private line services to frame relay.

10. Ignorance and Uncertainty: In the final analysis.
frame relay serves up a whole range of perplexing ques-
tions and little in the way of secure answers. There are
any number of configurations that could include frame
relav with LANs. routers. frame relay access devices
(FRADs). premises switches and even hybrid networks
that connect a private frame relay network through one
or more public network services. When coupled with the
barrage of conflicting predictions and reports in the trade
press. it’s not surprising that some network managers are
considering a career change into air conditioning repair.

On one hand. frame relay can provide a way 1o reduce
costs and improve service in a vanety of network appli-
cauons. But designing the network and pricing all of the
aiternatves involves an awful lot of work for an uncer-
tain pavoff. As technical expers. we like to be able 10
cuide our users through the shoals of new technology
and  cuarantee the cost and performance impact these
chanzees will have, This situation can lead to some unset-
tled reeiings when it comes time (o bet your career on i
major project based on a frame relay network.
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Conclusion

While the litany of potential frame relay headaches
seems formidable. it should not discourage anvone from
aiving 1t a try. This discussion is meant to be a cauton-
an note—make sure that vou embark on this adventure
with a realistc attitude.

The repons from the front lines say clearly that frame
relay can work and that 1t can substantially reduce the
cost and improve the performance of data networks. It
can be worth the effort. but vou should proceed with
caunon. Telecom people seem to know intuitvely that
deals that appear too good to be true usually are. but you
won 't know for sure unless vou try.

= £ a1
As technical experts.
we like to be able to guide
our users through the shoals
of new technology

Of course. there is no guarantee that frame relay
won't be eclipsed by some other technology—SMDS.
ATM or something as vet unknown. The business issue
then becomes frame relay’s pavback penod. If a frame
relav investment can break even in six months. do it
because none of the other technologies is going to be
widely available by then.

The BCR Business Review

ATM seems to be overhanging many trame relay
decisions. but the first ATM services are just starting to
come on line. Also. most of the same issues that have
plagued trame relav—Iike inconsistent pricing and ser-
vice configuratons. congestion control and a lack or
design tools—will also hamper ATM. Frame relav ser-
vices have been around for over two vears. and we are
only now coming to grips with the major issues: what
makes anvone think that the ATM experience will be any
different? Deferning a decision until after the dust settles
on ATM may mean pushing off the network until 1997.

We are at a juncture where traditional network tools
can no longer meet the requirements of new applica-
tions. Something has to happen. The key is to avoid
becoming so enamored of or confused by a technology
that we fail to exercise good business judgment. In
telecommunications. the only position worse than being
the first to shift to a new technology is being the last=

| Michael Finneran is president of dBrn
| Associates, Inc.. an independent con-

| sulting firm in Hewient Neck. NY.

| specializing in the design and installa-
tion of domestic and international
nernworks. He is the instructor for sev-
eral of BCR s data communications
courses.
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The Frame felay Forum Facts-Bu-Fax Line 1

Frame Relay Glossary

Access Line
A commumnicanons hine L., oo inrarrnnnar*ring A frnma-r#la}'-
E?mpatible devicetDTE) to a frame-relav switch (DCE). See also Trunk
He.

Access Rate (AR)
The data rate of the user access channel. The speed of the access channel
determines how rapidly (maximum rate) the end user can inject data 1nto a
trame relay network.

American National Standards Institute (ANSI)
Devises and proposes recommendations for international communications
standards. See aiso Comite Consultatif International Telegraphique et
Telephonique (CCITT).

Backward Explicit Congestion Notification (BECN)
A bit set by a frame relav network to notify an interface device(DTE) that
congestion avoidance procedures should be initiated by the sending
device.

Bandwidth
The range of frequencies. expressed in Kilobits par second. that can pass
over a given data transmission channel within a frame relav network. The
bandwidth determines the rate at which information can be sent through a
channel - the greater the bandwidth, the more information that can be sent
in a given amount of time.

Bridge
A device that supports LAN-to-LAN communications. Bridges may be
equipped to provide frame relay support to the LAN devices they serve. A
frame-relay-capable bridge encapsulates LAN frames in frame relay
frames and feads those frame relay frames to a frame relay switch for
transmission across the network. A frame-relay-capable bridge also
receirves frame relav frames from the network, strips the frame relay frame
off each LAN frame, and passes the LAN frame on to the end device.
Bridges are generallv used to connect local area network (LAN) segments
to other LAN segments or to a wide area network (WAN), They route
traffic on the Level 2 LAN protocol (e.g., the Media Access Control
address), which occupies the lower sub laver of the LAN OSI data link
laver. See aiso Router.




Burstiness

Channel

[n the context of a frame relav network. data that uses bandwidth only
poradically: thar e, informarion that does not uca tha total bandwidth of a
careut 100 percent of the ime. During pauses. channels are idle; and no
traffic flows across them in either direcuon. Interactive and LAN-to-LAN
data 1s bursty 1n nature. because 1t is sent mtermuttently, and in between
data transmussions the channel experiences idle ime waiting for the DTEs
to respond to the transmutted data user s input of waiting for the user to
send more data.

Genericall}_' refers to the user access channel across which frame relay data
travels. Within a given T1 or E1 phvsical line, a channel can be one of the
following, depending of how the line is configured.

Type of TI/EI Channel Definition -

nchannelizea ¢ enure 1L/ ne 1s considered a
channel, where:

* Lthe 11 line operates at speeds of 1.26
Mbps and is a single channel consisting
of 24 T1 time slots.

» The E1 line operates at speeds of 1.984
Mbps and is a single channel consisting
of 20 E1 time slots.

Channenzed The channel 1s any one of & Ume slots
within a given line, where:

* The 11 line consists of anv one or more
channeis. Each channel is any one of 24
time slots. The T1 line operates at
speeds in multiples of 36/64 Kbps to
1.336 Mbps, with aggregate speed not
exceeding 1.336 Mbps.

* The E1 line consists of one or more
channels. Each channel is any one of 31
time slots. The E1 line operates at
speeds in multiples of 64 Kbps to 1.984
Mbps, with aggregate speed not
exceeding 1.984 Mbps.

Fracuonal The 1 1/E1 channel 15 one of the rollowing
groupings of consecutively or
nonconsecutively assigned time slots:

*N T/1 tme SI0ts (NNJ6/64RDps where N |

=110 23 T1 time slots per FT1 channel).

*¥ E1 ume slots (NX64Kbps, where N = |
to 30 time slots per E1 channel).




Channei Service Unit (CSU)
An ancillary device needed to adapt the V.33 interface on a F.R. DTE to
abe = T wio TPY% fpnps o s o Fomgmma el eee sameie ol W o "TF fee Tl 5 atnseal
'L‘I.I.C i1l\t i l_.l.l..ll.c“...l.Lc Vil 4 ilﬂll*l: ician e“ll\.lil.o .I.l.lﬁ. FRE Y Y Dll?lgﬁd&
format on the frame relay switch 1s not compatible with the V.33 interface
on the DTE: therefore. a CSU or similar device. placed between the DTE
and the frame relay switch. 1s needed to perform the required conversion.

Committed Burst Size (Bc)
The maximum amount of data (in bits) that the network agrees to transfer.

under normal conditions, during a time interval Te. See also Excess Burst
Size (Be).

Comite Consuitatif International Telegraphique et Telephonique (CCITT)
International Consultauve Commuttee for Telegraphy and Telephony, a
standards organization that devises and proposes recommendations for
international communications. See also American National Standards
Institute (ANSI).

Committed Information Rate (CIR)
The committed rate (in bits per second) at which the ingress access
interface trunk interfaces, and egress access interface of a frame relay
network transfer information to the destination frame relav end system
under normal conditions. The rate is averaged over a minimum time
interval Te.

Committed Rate Measurement Interval (Tc)
The time interval during which the user can send only Be-committed
amount of data and Be excess amount of data. In general, the durauon of
Teis ional to the "burstiness” of the traffic. Tc is computed (from
the subscription parameters of CIR and B¢) as Te = Be/CIR. Teisnota
periodic time interval. Instead, it is used only to measure incoming data,
during which it acts like a sliding window. Incoming data triggers the Tc¢
interval, which continues unul it compietes its commuted duration. See
aiso Committed Informauon Rate (CIR) and commutted Burst Size (Be).

Cyclic Redundancy Check (CRC)
A computational means to ensure the accuracy of frames transmitted
between devices in a frame relay network. The mathematical function is
computed, before the frame is transmitted, at the originating device. Its
numerical value 1s computed based on the content of the frame. This
value 1s compared with a recomputed value of the function at the
destination device. See aiso Frame Check Sequence (FCS).

Data Communications Equipment (DCE)
Term defined by both frame relay and X.23 commuittees, that applies 10
switching equipment and is distingwshed from the devices that attach to
the network (DTE). Also see DTE.

Ll



Data Link Connection Identifier (DLCI)

& nmnua nitmber assienad ro a PVC end nmnr in a frame relav narwork.
[dentifies a particular PVC ndpoint w ithin a user s access channel in a
frame relav nerwork and has local significance only to that channel.

Discard Eligibility (DE)

Egress

End Device

A user-set bit indicating that a frame may be discarded in preference to
other frames if congesuon occurs, to maintain the committed quality of
service within the network. Frames with the DE bit set are considered Be
excess data. See also Excess burst Size (Be).

Frame relay frames leaving a frame relay network in the direction toward
the destination device. Conrrast with Ingress.

The ultimate source or destination of data flowing through a frame relay
network sometime referred to as a Data Terminal Equipment (DTE). Asa
source device, it sends data to an interface device for encapsulation in a
frame relay frame. As a destination device, it receives de-encapsulated
data (i.e., the frame relav frame is stripped off, leaving only the user's
data) from the interface device. Also see DCE

NOTE: Anend device can be an application program or some Operator-
controlled device (e.g., workstation). In a LAN environment, the
end device could be a file server or host.

Encapsulation

A process by which an interface device places an end device's protocol-
specific frames inside a frame relay frame. The network accepts oniy
frames formatted specifically for frame relay; hence, interface devices
acting as interfaces to an frame relay network must perform encapsulation.
See also Interface device or Frame-Relav-Capable Interface Device.

Excess Burst Size (Be)

El

The maximum amount of uncommittaed data (in bits) in excess of Be that a
frame relay network can attempt to deliver during a time interval Tc. This
data (Be) generaily is deliverad with a lower probability than Be. The
ngtu ork treats Be data as discard eligible. See aiso Commutted burst Size
(Be)

Transmussion rate of 2,048 Mbps on E1 communications lines. AnEl
facility carriers a 2.048 Mbps digital signal. See also T1 and channel.




File Server
In the context of frame relay network supporting LAN-to-LAN
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ziven LAN. The device performs error recover and flow control functions
as well as end-to-end acknowledgment of data during data transfer.
thereby significantly reducing overhead within the frame relay network.

Forward Explicit Congestion Notification (FECN)
A bit set by a frame relay network to notify an interface device (DTE) that
congestion avoidance procedures should be initiated by the receiving
device. See also BECN.

Frame Check Sequence (FCS)
The standard 16-bit cvclic redundancy check used for HDLC and frame
relav frames. The FCS detects bit errors occurring in the bits of the frame
between the opening flag and the FCS, and is oniy effective in detecting
errors in frames no larger than 4096 octets. See aiso Cyclic Redundancv
Check (CRC).

Frame-Relay-Capable Interface Device
A communications device that performs encapsulation. Frame-relay-
capable routers and bridges are examples of interface devices used to
interface the customer's equipment to a frame relav network. See also
Interface Device and Encapsulation.

Frame Relay Frame
A variable-length unit of data. in frame-relay format that is transmitted
through a frame relav network as pure data. Contrast with Packet. See
also Q.922A,

Frame Relay Network _
A telecommunications network based on frame relay technology. Data is
multiplexed. Contrasr with Packet-Switching Network.

High Level Data Link control (HDLC)
A generic link-level communications protocol developed by the
International Organization for Standardization (ISO). HDLC manages
svnchronous, code-transparent, serial information transter over a link
connection. See also Svnchronous Data Link Control (SDLC).

Hop
A ~m2le trunk line between two switches in a frame relav network. An
2stablished PVC consists of a certain number of hops, spanning the
distance from the ingress access interface to the egress access interrace
withun the network.




Host Computer
A communicauons device that enables users to run applications programs
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Ingress
Frame relav frames from an access device toward the frame relay network.
Conrras: with Egress.

Interface Device
Provides the interface between the end device(s) and a frame relay
network by encapsulating the user's native protocol in frame relay frames
and sending the frames across the frame relay backbone. See also
Encapsulation and Frame-Relay-Capable Interface Device.

Link Access Procedure Balanced (LAPB)
The balanced-mode, enhanced, version of HDLC. Used in X.23 packet-
switching networks. Conrrasr with LAPD.

Link Access Procedure on the D-channel (LAPD)
A protocol that operates at the data link layer (layer 2) of the OSI
architecture. LAPD is used to convey information between laver 3 entities
across the frame relay network. The D-channel carries signaling
information for circuit switching. Contrasr with LAPB.

Local Area Network (LAN)
A privately owned network that offers high-speed communications
channels to connect information processing equipment in a limited
geographic area.

LAN Protocols -
A range of LAN protocols supported by a frame relay network, including
Transmission Control Protocoi/Internat Protocol (TCP/IP), Apple Talk,
Xerox Network System (XNS), Internetwork Packet Exchange (IPX), and
Common Operating System used by DOS-based PCs.

LAN Segment
In the context of a frame relay network s ing LAN-to-LAN
communications, a LAN linked to another LAN by a bridge. Bridges
enable two LANS to function like a single, large LAN by passing data
from one LAN segment to another. To communicate with each other, the
bridged L AN segments must use the same native protocol. See also
Bridge.

Packet
A group of fixed-length binary digits, including the data and call control
signals, that are transmutted through an X.23 packet-switching network as
a composite whole. The dara, call control signals, and possible error



control information are arranged in a predetermined format. Packets do
nor Alwave travel the same pathwav hur ara arranged in proper sequance af

the destination side before forwarding the complete message to an
addressee. Conrrasr wirh Frame Relav Frame.

Packet-Switching Network

Parameter

A telecommumnicauons natwork based on packet-switching technology.
wherein a transmussion channel is occupied only for the duration of the
transmission of the packet. Conrrast with Frame Relay Network.

A numerical code that controls an aspect of terminal and/or network
operation. Parameters control such aspects as page size, data transmission
speed, and timuing opuons.

Permanent virtuail Circuit (PVC)

A frame relav logical link. whose endpoints and class of service are
defined by network management. Analogous to an X.23 permanent virtual
circuit, 2 PVC (often referred to as a PVC) consists of the originating
frame relay network element address, originating data link control
identifier, terminating frame relay network element address, and
termination data link control identifier. Originating refers to the access
interface from which the PVC is initiated. Terminating refers to the access
interface at which the PVC stops. Manv data network customers require a
PVC between two points. Data terminating equipment with a need for
continuous communication use PVCs. See also Data Link Connection
Idenufier (DLCT).

Q.922 Annex A (Q.922A)

The international draft standard that defines the structure of frame relay

frames, Based on the Q.922A frame format developed by the CCITT. All
frame relav frames entering a frame relay network automatically conform
to this structure. Conrrasr wirth Link Access Procedure Balanced (LAPB).

Q.922A Frame

Router

A variable-length unit of data, formatted in frame-relay (Q.922A) format,
that is transmitted through a frame relav network as pure data (i.e.. it
contains no flow control information ). Contrast with Packet. See aiso
Frame Relav Frame.

A device that supports LAN-to-LAN communications. Routers may be
equipped to provide frame relay support to the LAN devices they serve. A
frame-relay-capable router encapsulates LAN frames in frame relay
frames and feads those frame relav frames to a frame relay switch for
transmission across the network. A frame-relav-capable router also
recerves frame relay frames from the network, strips the frame relav frame
off ach frame to product the orizinal LAN frame, and passes the LAN
frame on to the end device. Routers connect muitiple LAN segments to



zach other or to a WAN. Routers route traffic on the Level 3 LAN
protocol (e.g., the Internet Protocol address). See aiso Bridge.

Statistical Multiplexing
Interleaving the data input of two or more devices on a single channel or
access line for transmussion through a frame relay network. Interleaving
of data is accomplished using the DLCL

Synchronous Data Link Control (SDLC)
A link-level communications protocol used in an International Business
Machines (IBM) Svstems Network Architecture (SN A) network that
manages svnchronous, code-transparent, serial information transfer over a
link connection. SDLC is a subset of the more generic High-Level Data

Link Control (HDLC) protocol developed by the International
Organization for Standardization (ISO).

T
Transmission rate of 1.344 Mbps on T1 communications lines. ATl
facility carriers a 1.344 Mbps digital signal. Also referred to as digital
signal level 1 (DS-1). See aiso E1 and channel.

Trunk Line

A communications line connecting two frame relav switches to each other.
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